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#### Abstract

Let a system $\mathcal{S}=(G=(V, E), w, F)$ consist of a digraph $G$ (not necessarily acyclic) with a set $V$ of vertices and a set $E$ of edges, a weight function $w: V \cup E \rightarrow \mathbb{R}$ and a set $F$ of functions $f_{v}: \mathbb{R} \rightarrow \mathbb{R}, v \in V$, where $w(u, v)$ denotes the weight of an edge $(u, v)$ from a vertex $u \in V$ and a vertex $v \in V$. A solution to system $\mathcal{S}$ is defined to be a set of reals $y_{v}, v \in V$ such that $y_{v}=f_{v}\left(w(v)+\sum_{(u, v) \in E} w(u, v) y_{u}\right)$. Finding solutions to a given system has an important application in Artificial Neural Network (ANN). In this paper, we show that when each function $f_{v}$ is a continuous piece-wise linear function, the problem of finding a solution to a system $\mathcal{S}$ can be formulated as a Mixed Integer Linear Programming Problem (MILP) with $O\left(|V|+n_{\mathrm{b}}\right)$ variables and constraints, where $n_{\mathrm{b}}$ denotes the total number of break points over all functions $f_{v}, v \in V$. Based on this, we can solve the inverse problem to an ANN $\mathcal{N}$ as an MILP after approximating the activation function in $\mathcal{N}$ as a piece-wise linear function.


## 1 Introduction

Computational design of a novel chemical compound that has desirable properties is an important challenge in information science because it may lead to discovery of new and

[^0]useful drugs and materials. To this end, extensive studies have been done under the name of inverse QSAR/QSPR (quantitative structure-activity and structure-property relationships) [13, 21]. This problem can be formulated as computation of a graph structure representing a chemical compound that maximizes (or minimizes) an objective function under various constraints, where objective functions are often derived from a set of training data consisting of known molecules and their activities/properties using statistical and/or machine learning methods. Various heuristic and statistical methods have been developed for finding optimal or near optimal graph structures under given objective functions [7,13,17]. In QSAR/QSPR, chemical compounds are often represented as a vector of real or integer numbers, which is called a feature vector or (a set of) descriptors. Therefore, it is an important subtask in inverse QSAR/QSPR to infer or enumerate graph structures from a given feature vector. Extensive studies have also been done $[8,16]$ for enumerating chemical graphs from a given feature vector, which is a molecular formula in the simplest case. In our previous studies, we analyzed the computational complexity of this inference problem [1, 14] and developed efficient enumeration algorithms [2, 11].

Recently, novel approaches have been proposed for design of novel chemical compounds, based on the significant progress of Artificial Neural Network (ANN) and deep learning technologies. For example, methods using variational autoencoder [4], grammar variational autoencoder [10], and recurrent neural networks [20, 22] have been developed. In these approaches, ANNs are trained using existing chemical compound data and then novel chemical graphs are obtained by solving a kind of inverse problem on ANN, in which an input vector of real numbers is computed from given ANN and output vector. In order to solve this inverse problem or its variants, various statistical methods have been employed. However, the optimality of the solution is not necessarily guaranteed by statistical methods. Therefore, an integer linear programming (ILP)-based method has been proposed for solving a kind of inverse problem on ANNs with linear threshold functions [12]. However, linear threshold functions are not widely used in recent ANNs, instead, sigmoid functions and ReLU functions have been widely used. Therefore, in this work, we develop novel methods for solving the inverse problem on ANNs with ReLU functions and sigmoid functions. Since it is known that the inverse problem is NP-hard even for ANNs with linear threshold functions [12], we emply Mixed Integer Linear Programming Problem (MILP) formulations, where MILP is one of widely used approaches to solving NP-hard problems. In our proposed methods, activation functions on neurons are represented as piece-wise linear functions, which can exactly represent ReLU functions and well approximate sigmoid functions. The important feature of our proposed methods is that the inverse problem is efficiently encoded into MILP: the resulting MILP instance consists of $O\left(|V|+n_{\mathrm{b}}\right)$ variables and constraints, where $V$ is a set of neurons in a given ANN and $n_{\mathrm{b}}$ denotes the total num-
ber of break points over all functions $f_{v}, v \in V$. In this paper, we focus on theoretical aspects of our MILP formulations and prove their theoretical properties.

The paper is organized as follows. Section 2 reviews basic notions on MILP and introduces a "system" as an generalization of ANN. Section 3 presents a method of representing piece-wise linear functions as MILPs. Section 4 shows how to represent a system as an MILP so that the solutions to a "system" is equal to the feasible solutions to the MILP. Section 5 presents MILPs for ANNs with some types of activation functions. Section 6 makes some concluding remarks including a preliminary result on the practical efficiency of our proposed approach.

## 2 Preliminary

Let $\mathbb{R}$ and $\mathbb{R}_{+}$denote the sets of reals and non-negative reals, respectively. For two reals $a, b \in \mathbb{R}$, define sets of reals as follows:

$$
\begin{array}{ll}
{[a, b] \triangleq\{c \in \mathbb{R} \mid a \leq c \leq b\},} & (a, b] \triangleq\{c \in \mathbb{R} \mid a<c \leq b\}, \\
{[a, b) \triangleq\{c \in \mathbb{R} \mid a \leq c<b\},} & (a, b) \triangleq\{c \in \mathbb{R} \mid a<c<b\}, \\
(-\infty, b] \triangleq\{c \in \mathbb{R} \mid c \leq b\}, & (-\infty, b) \triangleq\{c \in \mathbb{R} \mid c<b\}, \\
{[a, \infty) \triangleq\{c \in \mathbb{R} \mid a \leq c\},} & (a, \infty) \triangleq\{c \in \mathbb{R} \mid a<c\}
\end{array}
$$

Let $\mathbb{Z}$ denote the set of integers. For a set $X$ of elements and a real $x_{v}$ for each element $v \in X$, we may denote a set $\left\{x_{v} \mid v \in X\right\}$ as a vector of these elements, denote by $x$; i.e., $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ when $X=\{1,2, \ldots, n\}$.

Mixed Integer Linear Programming Problem Given positive integers $n$ and $m$, reals $a_{i, j}, b_{i}$ and $c_{j}, i=1,2, \ldots, m$ and $j=1,2, \ldots, n$ and a subset $J \subseteq\{1,2, \ldots, n\}$, the following problem is called an integer programming problem or an integer linear programming problem.

$$
\operatorname{MILP}(a, b, c):
$$

constants

$$
a_{i, j}
$$

$$
b_{i}
$$

$$
c_{j}
$$ real variables

$$
x_{j} \geq 0
$$

integer variables

$$
x_{j} \in \mathbb{Z}, \quad j \in J
$$

subject to

$$
\sum_{j=1}^{n} a_{i, j} x_{j} \geq b_{i}, \quad i=1,2, \ldots, m
$$

objective

$$
\operatorname{maximize} \sum_{j=1}^{n} c_{j} x_{j}
$$

When $J \neq\{1,2, \ldots, n\}$, the problem is called a mixed integer linear programming problem (MILP for short). A feasible solution to the problem is defined to be a set of values for variables $x_{j}, j=1,2, \ldots, n$ that satisfies the constraint $\sum_{j=1}^{n} a_{i, j} x_{j} \geq b_{i}$ of inequality for each $i=1,2, \ldots, m$. An optimal solution to the problem is defined to be a feasible solution that maximizes the objective function $\sum_{j=1}^{n} c_{j} x_{j}$, where the value of objective function attained by an optimal solution is called the optimal value. Given an MILP instance $I$, let $\mathcal{F}(I)$ denote the set of feasible solutions to $I$, and $\mathcal{O P} \mathcal{T}(I)$ denote the set of optimal solutions to $I$. For a subset $\left\{x_{i} \mid i \in X\right\}$ of variables, where $X \subseteq\{1,2, \ldots, n\}$ in the above instance $I=\operatorname{MILP}(a, b, c)$, let $\mathcal{F}(x ; I)$ denote the set of vectors $a=\left(a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}\right), X=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ such that there is a feasible solution $x \in \mathcal{F}(I)$ such that $x_{i_{j}}=a_{i_{j}}$ for each $i_{j} \in X$.

When $J=\emptyset$, the problem is a linear programming problem (LP for short). It is known that LP can be solved in polynomial time [9]. In general, MILP is an NPhard problem. One simple reason for this is that MILP can represent many discrete optimization problems within a polynomial reduction, including several NP-hard problems such as the travelling salesman problem (see [3] for details on NP-hardness). We also use MILP to represent problems on ANN. Although MILP is NP-hard, there have been many results on theory and practice for designing exact algorithms to solve MILP
$[15,18,19]$. One of efficient softwares for solving LP and MILP is CPLEX [6].

Graphs A digraph is called simple if it has neither of self-loops and multiple edges. Let $G=(V, E)$ be a simple digraph with a set $V$ of vertices and a set $E$ of edges. For each edge $e \in E$, let $V(e)$ denote the set of end-vertices of $e$, and $e$ is denoted by a pair $(u, v)$ of the tail $u \in V(e)$ and the head $v \in V(e)$, where $e$ is directed from $u$ to $v$. For each vertex $v \in V$, a vertex $u \in V$ with $(u, v) \in E$ (resp., $(v, u) \in E$ ) is called an in-neighbor (resp., out-neighbor) of $v$, and we let $N^{-}(v)$ and $N^{+}(v)$ denote the sets of in-neighbors and out-neighbors of $v$, respectively, and define the in-degree $d^{-}(v)$ and the out-degree $d^{+}(v)$ of a vertex $v \in V$ to be $\left|N^{-}(v)\right|$ and $\left|N^{+}(v)\right|$, respectively. A vertex $v \in V$ with $d^{-}(v)=0$ (resp., $d^{+}(v)=0$ ) is called a source (resp., sink) in $G$. We let $V_{\text {in }}$ and $V_{\text {out }}$ denote the sets of sources and sinks in $G$, respectively.

A digraph is called acyclic or a $D A G$ (directed acyclic graph) if it does not contain any directed cycle. A digraph $G=(V, E)$ is called layered if it is a DAG and the length of any path from a source $s \in V_{\text {in }}$ to a sink $t \in V_{\text {out }}$ is a constant, say $k$, where $V$ is partitioned into $k+1$ disjoint subsets $V_{0}\left(=V_{\text {in }}\right), V_{1}, V_{2}, \ldots, V_{k}\left(=V_{\text {out }}\right)$ so that each edge $(u, v)$ satisfies $u \in V_{i}$ and $v \in V_{i+1}$ for some $i$. Let $n=|V|, n_{\text {in }}=\left|V_{\text {in }}\right|$ and $n_{\text {out }}=\left|V_{\text {out }}\right|$.

Network Systems We define a network system $\mathcal{S}=(G, F)$ to be a pair of a digraph $G=(V, E)$ and a set $F$ of functions $f_{v}: \mathbb{R}^{d^{-}(v)} \rightarrow \mathbb{R}, v \in V \backslash V_{\text {in }}$. We let $y$ denote a vector of reals $y_{v}, v \in V$; i.e., $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{R}^{+}$for $V=\{1,2, \ldots, n\}$.

We call a set $\left\{y_{v} \mid v \in V\right\}$ of reals (or a vector $y \in \mathbb{R}^{V}$ on $V$ ) admissible to system $\mathcal{S}$ if they satisfy the following condition:

$$
\begin{gather*}
y_{v}=f_{v}\left(y_{u_{1}}, y_{u_{2}}, \ldots, y_{u_{d}}\right) \text { for each vertex } v \in V \backslash V_{\text {in }} \text { with } \\
N^{-}(v)=\left\{u_{1}, u_{2}, \ldots, u_{d}\right\}\left(d=d^{-}(v)\right) . \tag{1}
\end{gather*}
$$

Let $\mathcal{A}(\mathcal{S})$ denote the set of admissible vectors $y \in \mathbb{R}^{V}$ to a network system $\mathcal{S}$. Given a network system $\mathcal{S}$, our aim is to find an admissible vector to the network system. In some cases, part of vector $y$ may be required to be fixed as prescribed values. For example, if variables $y_{s}$ for each source $s \in V_{\text {in }}$ in a system is prescribed, then the problem is described as follows.

Forward $\operatorname{Problem}\left(\mathcal{S}, V_{\text {in }}, \alpha\right)$ :
Input: A network system $\mathcal{S}=(G, F)$ and a set $\left\{\alpha_{s} \in \mathbb{R} \mid s \in V_{\text {in }}\right\}$ of reals.
Output: A set $\left\{y_{t} \mid t \in V_{\text {out }}\right\}$ of reals such that there is a vector $y \in \mathcal{A}(\mathcal{S})$ such that $y_{s}=\alpha_{s}$ for each source $s \in V_{\mathrm{in}}$.

Note that the underlying graph $G$ in a network system $\mathcal{S}$ is not necessarily a DAG, and an admissible set to the forward problem may not be uniquely determined. When $G$ is a DAG, we easily see that an admissible set to the forward problem can be uniquely determined from the sources to the sinks according to (1). Analogously when variables $y_{t}$ for each $\operatorname{sink} t \in V_{\text {out }}$ in a system is prescribed, the problem is described as follows.

Backward Problem $\left(\mathcal{S}, V_{\text {out }}, \beta\right)$ :
Input: A network system $\mathcal{S}=(G, F)$ and a set $\left\{\beta_{t} \in \mathbb{R} \mid t \in V_{\text {out }}\right\}$ of reals. Output: A set $\left\{y_{s} \mid s \in V_{\text {in }}\right\}$ of reals such that there is a vector $y \in \mathcal{A}(\mathcal{S})$ such that $y_{t}=\beta_{t}$ for each $\operatorname{sink} t \in V_{\text {out }}$.

Weight Systems When all functions $f_{v}, v \in V \backslash V_{\text {in }}$ in a network system are linear functions, it is not difficult to formulate a linear programming problem $\mathbf{L P}(\mathcal{S})$ so that the set of admissible vectors corresponds to the set of feasible vectors to the $\mathbf{L P}(\mathcal{S})$. When some function $f_{v}$ is not linear, we approximate all those functions with piece-wise linear functions to formulate an MILP. In this paper, we consider the case where a given set $F$ of functions in a network system $\mathcal{S}$ consists of $f_{v}, v \in V \backslash V_{\text {in }}$ that is a function of a linear combination of variables $y_{u}, u \in N^{-}(v)$; i.e., there are constants $w_{u v}$ and $w_{v}$ such that

$$
\begin{equation*}
y_{v}=f_{v}\left(\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}\right) \text { for each vertex } v \in V \backslash V_{\text {in }} . \tag{2}
\end{equation*}
$$

In this case, there exists a weight function $w: V \cup E \rightarrow \mathbb{R}$ on the digraph $G$ in $\mathcal{S}$, where we call $w_{u v}$ a weight on directed edge $(u, v) \in E$ and $w_{v}$ a weight on vertex $v \in V$. We call such a network system $\mathcal{S}=(G, F)$ a weight system and denote it by $\mathcal{S}=(G, w, F)$, where $f_{v} \in F$ represents a function $f_{v}\left(x_{v}\right)$ of $x_{v}=\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}$.

Artificial Neural Networks In this paper, we define an artificial neural network (ANN) $\mathcal{N}$ to be a weight system $(G, w, F)$ such that $G$ is a layered digraph, where a function $f_{v} \in F$ for a vertex $v \in V \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right)$ is called an activation function. Common activation functions are the logistic sigmoid function, the rectified linear unit function, and the hyperbolic tangent function. For sinks $t \in V_{\text {out }}$ in an ANN $\mathcal{N}$, we may use the identity function or a threshold function $f_{t}$. Note that a threshold function is not continuous in many cases.

As already observed, the forward problem to a system $\mathcal{S}$ on a DAG $G$ is computationally easy. In fact, the forward problem on an ANN $\mathcal{N}$ corresponds to a problem of evaluating an input vector $\alpha$ with $y_{s}=\alpha_{s}, s \in V_{\text {in }}$, called a feature vector to guess its output value. Contrary to this, the backward problem on a DAG is not trivial. To
overcome this, we formulate the problem of finding an admissible set to a weight system $\mathcal{S}$ as an MILP when functions $f_{v}, v \in V \backslash V_{\text {in }}$ are piece-wise linear.

Piece-wise Linear Functions A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called piece-wise linear if there are reals $a_{1}<a_{2}<\cdots<a_{p}, b_{0}, b_{1}, \ldots, b_{p+1}$ and $c_{0}, c_{1}, \ldots, c_{p+1}$ such that

$$
\begin{aligned}
f(x) & =c_{j}\left(x-a_{j}\right)+b_{j}, \quad x \in\left(a_{j}, a_{j+1}\right), \quad j=0,1, \ldots, p, \\
f\left(a_{j}\right) & \in\left\{c_{j-1}\left(a_{j}-a_{j-1}\right)+b_{j-1}, b_{j}\right\}, \quad j=1,2, \ldots, p,
\end{aligned}
$$

where we regard $\left(a_{j}, a_{j+1}\right)$ for $j=0$ as $\left(-\infty, a_{1}\right)$ and $\left(a_{j}, a_{j+1}\right)$ for $j=p$ as $\left(a_{p}, \infty\right)$. In the above $f$, we call each $a_{j}$ a break point, and denote

$$
b_{j}^{\prime} \triangleq c_{j-1}\left(a_{j}-a_{j-1}\right)+b_{j-1}, j=1,2, \ldots, p,
$$

where $f$ is continuous if $b_{j}^{\prime}=b_{j}$ for all $j$.


Figure 1: An illustration of a piece-wise linear function $f$ with a domain $[\underline{a}, \bar{a}]$, where $b_{j}^{\prime}=c_{j-1}\left(a_{j}-a_{j-1}\right)+b_{j-1}, j=2,3, \ldots, p, B=\left\{b_{2}^{\prime}, b_{3}=b_{3}^{\prime}, b_{4}, b_{5}\right\}, f\left(a_{2}\right)=b_{2}^{\prime}$, $f\left(a_{4}\right)=b_{4}$. and $f\left(a_{5}\right)=b_{5}$.

We denote a piece-wise linear function $f:[\underline{a}, \bar{a}] \rightarrow \mathbb{R}$ with a domain $[\underline{a}, \bar{a}]$ by a sequence $\left(\left(a_{1}, b_{1}, c_{1}\right),\left(a_{2}, b_{2}, c_{3}\right), \ldots,\left(a_{p-1}, b_{p-1}, c_{p-1}\right)\right)$ of lines and a set $B$ of boundaries
such that

$$
\begin{aligned}
\underline{a} & =a_{1}<a_{2}<\cdots<a_{p-1}<a_{p}=\bar{a} \text { (where } a_{p} \text { is defined to be } \bar{a} \text { ), } \\
B & \subseteq\left\{b_{j}, b_{j}^{\prime} \mid j=2,3, \ldots, p-1\right\} \text { with }\left|B \cap\left\{b_{j}, b_{j}^{\prime}\right\}\right|=1, j=2,3, \ldots, p-1, \\
f(x) & =c_{j}\left(x-a_{j}\right)+b_{j}, \quad x \in\left(a_{j}, a_{j+1}\right), \quad j=1, \ldots, p-1, \\
f\left(a_{1}\right) & =b_{1}, \\
f\left(a_{j}\right) & =\left\{b_{j}^{\prime}, b_{j}\right\} \cap B, \quad j=2, \ldots, p-1, \\
f\left(a_{p}\right) & =b_{p}^{\prime},
\end{aligned}
$$

where we call $a_{j}$ with $2 \leq j \leq p-1$ a break point of $f$ and $a_{j}$ with $j \in\{1, p\}$ an end point of $f$. For the above $f$, we also define

$$
\begin{aligned}
& \bar{b} \triangleq \max \left\{b_{1}, b_{2}^{\prime}, b_{2}, b_{3}^{\prime}, \ldots, b_{p-1}, b_{p}^{\prime}\right\}, \quad \underline{b} \triangleq \min \left\{b_{1}, b_{2}^{\prime}, b_{2}, b_{3}^{\prime}, \ldots, b_{p-1}, b_{p}^{\prime}\right\}, \\
& \rho \triangleq \max _{j=1,2, \ldots, p-1}\left|c_{j}\right|, \quad \widehat{b} \triangleq \rho \cdot(\bar{a}-\underline{a})+\bar{b}-\underline{b} .
\end{aligned}
$$

See Fig. 1 for an illustration of piece-wise linear function on a domain $[\underline{a}, \bar{a}]$.

## 3 Piece-wise Linear Functions with MILP

This section presents how to represent a piece-wise linear function $f$ as an MILP with no objective function.

Let $f:[\underline{a}, \bar{a}] \rightarrow \mathbb{R}$ be a piece-wise linear function with a sequence $\left(\left(a_{1}, b_{1}, c_{1}\right)\right.$, $\left.\left(a_{2}, b_{2}, c_{3}\right), \ldots,\left(a_{p-1}, b_{p-1}, c_{p-1}\right)\right)$ of lines and a set $B$ of boundaries. We introduce an instance $\operatorname{MILP}_{1}(f)$ so that the set of feasible solutions $(x, y)$ to the MILP is equal to the set of pairs $x$ and $y=f(x)$.

## $\operatorname{MILP}_{1}(f)$ :

constants

$$
\begin{aligned}
& \underline{a}=a_{1}<a_{2}<\cdots<a_{p}=\bar{a}, \\
& b_{1}, b_{2}, \ldots, b_{p-1}, b_{2}^{\prime}, b_{3}^{\prime}, \ldots, b_{p}^{\prime}, \underline{b}, \bar{b}, \widehat{b}, \\
& c_{1}, c_{2}, \ldots, c_{p-1} \\
& z_{1}=1, z_{p}=0
\end{aligned}
$$

real variables

$$
x \in[\underline{a}, \bar{a}], y \in[\underline{b}, \bar{b}],
$$

binary variables

$$
z_{2}, z_{3}, \ldots, z_{p-1} \in\{0,1\}
$$

subject to

$$
\begin{array}{lr}
x-a_{i}<(\bar{a}-\underline{a}) z_{i}, & i=2,3, \ldots, p-1, b_{i} \in B \\
x-a_{i} \geq(\underline{a}-\bar{a})\left(1-z_{i}\right), & i=2,3, \ldots, p-1, b_{i} \in B \\
x-a_{i} \leq(\bar{a}-\underline{a}) z_{i}, & i=2,3, \ldots, p-1, b_{i}^{\prime} \in B \\
x-a_{i}>(\underline{a}-\bar{a})\left(1-z_{i}\right), & i=2,3, \ldots, p-1, b_{i}^{\prime} \in B \\
y \leq c_{i}\left(x-a_{i}\right)+b_{i}+\widehat{b}\left(1+z_{i+1}-z_{i}\right), & i=1,2, \ldots, p-1 \\
y \geq c_{i}\left(x-a_{i}\right)+b_{i}-\widehat{b}\left(1+z_{i+1}-z_{i}\right), & i=1,2, \ldots, p-1 . \tag{8}
\end{array}
$$

Note that when $p=2, \operatorname{MILP}_{1}(f)$ contains no binary variables and is a linear programming problem.

Lemma 1. Let $f:[\underline{a}, \bar{a}] \rightarrow \mathbb{R}$ be a piece-wise linear function with a sequence $\left(\left(a_{1}, b_{1}, c_{1}\right)\right.$, $\left.\left(a_{2}, b_{2}, c_{3}\right), \ldots,\left(a_{p-1}, b_{p-1}, c_{p-1}\right)\right)$ of lines and a set $B$ of boundaries. For any two reals $x_{0} \in[\underline{a}, \bar{a}]$ and $y_{0} \in[\underline{b}, \bar{b}], \operatorname{MILP}_{1}(f)$ admits a feasible solution $\left(x=x_{0}, y=y_{0}, z\right)$ if and only if $y_{0}=f\left(x_{0}\right)$ holds.

Proof. Let $y_{0} \in\{f(x) \mid x \in[\underline{a}, \bar{a}]\}$. Choose an arbitrary real $x_{0} \in[\underline{a}, \bar{a}]$ such that $y_{0}=f\left(x_{0}\right)$. To prove the lemma, it suffices to show the next proposition.
there is a feasible solution $\left(x=x_{0}, y, z\right)$ to $\operatorname{MILP}_{1}(f)$ and every feasible solution $\left(x=x_{0}, y, z\right)$ to $\operatorname{MILP}_{1}(f)$ satisfies $y=f\left(x_{0}\right)$.

Since $\underline{a}=a_{1}<a_{2}<\cdots<a_{p}=\bar{a}$, we see that any pair $x$ and $a_{i}$ of reals $x \in[\underline{a}, \bar{a}]$ and $a_{i}, i \in\{2,3, \ldots, p-1\}$ satisfies

$$
\underline{a}-\bar{a}<x-a_{i}<\bar{a}-\underline{a} .
$$

Let $x_{0} \in[\underline{a}, \bar{a}]$, and let $i^{*}$ denote the index $i \in\{1,2, \ldots, p-1\}$ such that $a_{i^{*}} \leq x_{0}<a_{i^{*}+1}$. We first claim that (3), (4), (5) and (6) hold for all $i \in\{2,3, \ldots, p-1\} \backslash\left\{i^{*}\right\}$ if and only if

$$
\begin{equation*}
z_{1}=z_{2}=\cdots=z_{i^{*}-1}=1, \quad z_{i^{*}+1}=\cdots=z_{p}=0 \tag{10}
\end{equation*}
$$

For each $i<i^{*}$, we see that $z_{i}=1$ satisfies

$$
x_{0}-a_{i}<\bar{a}-\underline{a}=(\bar{a}-\underline{a}) z_{i}, \quad x_{0}-a_{i}>x_{0}-a_{i^{*}} \geq 0=(\underline{a}-\bar{a})\left(1-z_{i}\right),
$$

whereas $z_{i}=0$ would violate

$$
0 \leq x_{0}-a_{i^{*}}<x_{0}-a_{i} \leq(\bar{a}-\underline{a}) z_{i} .
$$

For each $i>i^{*}, z_{i}=0$ satisfies

$$
x_{0}-a_{i}>\underline{a}-\bar{a}=(\underline{a}-\bar{a})\left(1-z_{i}\right), \quad x_{0}-a_{i} \leq x_{0}-a_{i^{*}+1}<0=(\bar{a}-\underline{a}) z_{i},
$$

whereas $z_{i}=1$ would violate

$$
0>x_{0}-a_{i^{*}+1} \geq x_{0}-a_{i} \geq(\underline{a}-\bar{a})\left(1-z_{i}\right)
$$

Therefore the claim holds. We observe that (10) implies

$$
1+z_{i+1}-z_{i}= \begin{cases}0 & \text { if } z_{i} \neq z_{i+1} \\ 1 & \text { otherwise }\end{cases}
$$

where $z_{i} \neq z_{i+1}$ if and only if " $i=i^{*}$ and $z_{i^{*}}=1$ " or " $i=i^{*}-1$ and $z_{i^{*}}=0$." For each $i$ such that $1+z_{i+1}-z_{i}=1$, we see that

$$
\begin{aligned}
& c_{i}\left(x_{0}-a_{i}\right)+b_{i}+\widehat{b} \cdot 1 \geq-\left|c_{i}\right|(\bar{a}-\underline{a})+\underline{b}+(\rho \cdot(\bar{a}-\underline{a})+\bar{b}-\underline{b}) \geq \bar{b}, \\
& c_{i}\left(x_{0}-a_{i}\right)+b_{i}-\widehat{b} \cdot 1 \leq\left|c_{i}\right|(\bar{a}-\underline{a})+\bar{b}-(\rho \cdot(\bar{a}-\underline{a})+\bar{b}-\underline{b}) \leq \underline{b}
\end{aligned}
$$

implying that (7) and (8) for this $i$ trivially hold since $y \in[\underline{b}, \bar{b}]$. For the $j$ with $1+z_{j+1}-z_{j}=0$, where $j \in\left\{i^{*}-1, i^{*}\right\}$,
(7) and (8) for this $j$ hold if and only if $y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}$.

We distinguish three cases.
Case 1. $\quad x_{0}>a_{i^{*}}$ : We see that (3)- (6) for $i=i^{*}$ hold if and only if $z_{i^{*}}=1$, since $z_{i^{*}}=1$ satisfies

$$
x_{0}-a_{i^{*}}<\bar{a}-\underline{a}=(\bar{a}-\underline{a}) z_{i^{*}}, \quad x_{0}-a_{i^{*}}>0=(\underline{a}-\bar{a})\left(1-z_{i^{*}}\right),
$$

whereas $z_{i^{*}}=0$ would violate

$$
0<x_{0}-a_{i^{*}} \leq(\bar{a}-\underline{a}) z_{i^{*}} .
$$

In this case, (11) implies that $y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}$ for $j=i^{*}$ is a unique feasible solution, where $y=f\left(x_{0}\right)$ for $a_{i^{*}}<x_{0}<a_{i^{*}+1}$.
Case 2. $x_{0}=a_{i^{*}}$ and $b_{i^{*}} \in B$ : We see that (3) and (4) for $i=i^{*}$ with $b_{i^{*}} \in B$ hold if and only if $z_{i^{*}}=1$, since $z_{i^{*}}=1$ satisfies

$$
x_{0}-a_{i^{*}}<\bar{a}-\underline{a}=(\bar{a}-\underline{a}) z_{i^{*}}, \quad x_{0}-a_{i^{*}} \geq 0=(\underline{a}-\bar{a})\left(1-z_{i^{*}}\right),
$$

whereas $z_{i^{*}}=0$ would violate

$$
x_{0}-a_{i^{*}}=0<(\bar{a}-\underline{a}) z_{i^{*}} .
$$

In this case, (11) implies $y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}$ for $j=i^{*}$ is a unique feasible solution, where $y=c_{i^{*}}\left(a_{i^{*}}-a_{i^{*}}\right)+b_{a_{i^{*}}}=b_{i^{*}}$, which is $f\left(a_{i^{*}}\right)=f\left(x_{0}\right)$ by $b_{i^{*}} \in B$.
Case 3. $x_{0}=a_{i^{*}}$ and $b_{i^{*}}^{\prime} \in B$ : We see that (5) and (6) for $i=i^{*}$ with $b_{i^{*}}^{\prime} \in B$ hold if and only if $z_{i^{*}}=0$, since $z_{i^{*}}=0$ satisfies

$$
x_{0}-a_{i^{*}}=0 \leq(\bar{a}-\underline{a}) z_{i^{*}}, \quad x_{0}-a_{i^{*}}>\underline{a}-\bar{a}=(\underline{a}-\bar{a})\left(1-z_{i^{*}}\right),
$$

whereas $z_{i^{*}}=1$ would violate

$$
0=x_{0}-a_{i^{*}}>(\underline{a}-\bar{a})\left(1-z_{i^{*}}\right) .
$$

In this case, (11) implies that $y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}$ for $j=i^{*}-1$ is a unique feasible solution, where $y=c_{i^{*}-1}\left(a_{i^{*}}-a_{i^{*}-1}\right)+b_{i^{*}-1}=b_{i^{*}}^{\prime}$, which is $f\left(a_{i^{*}}\right)=f\left(x_{0}\right)$ by $b_{i^{*}}^{\prime} \in B$.

From the above, we see that there is a feasible solution $\left(x=x_{0}, y=f\left(x_{0}\right), z\right)$ to $\operatorname{MILP}_{1}(f)$, and every feasible solution $\left(x=x_{0}, y, z\right)$ satisfies $y=f\left(x_{0}\right)$, proving (9).

We remark that whether $x>a$ or $x \geq a$ holds may not be tested precisely in a numerical computation with any high precision tolerance. For this, we study the following MILP obtained from MILP $_{2}(f)$ by adding equality to the strict inequalities in (3) and (5), where the information on $B$ is no longer used.

## $\operatorname{MILP}_{2}(f):$

constants

$$
\begin{aligned}
& \underline{a}=a_{1}<a_{2}<\cdots<a_{p}=\bar{a}, \\
& b_{1}, b_{2}, \ldots, b_{p-1}, b_{2}^{\prime}, b_{3}^{\prime}, \ldots, b_{p}^{\prime}, \underline{b}, \bar{b}, \widehat{b}, \\
& c_{1}, c_{2}, \ldots, c_{p-1} \\
& z_{1}=1, z_{p}=0
\end{aligned}
$$

real variables

$$
x \in[\underline{a}, \bar{a}], y \in[\underline{b}, \bar{b}],
$$

binary variables

$$
z_{2}, z_{3}, \ldots, z_{p-1} \in\{0,1\}
$$

subject to

$$
\begin{array}{ll}
x-a_{i} \leq(\bar{a}-\underline{a}) z_{i}, & i=2,3, \ldots, p-1 \\
x-a_{i} \geq(\underline{a}-\bar{a})\left(1-z_{i}\right), & i=2,3, \ldots, p-1 \\
y \leq c_{i}\left(x-a_{i}\right)+b_{i}+\widehat{b}\left(1+z_{i+1}-z_{i}\right), & i=1,2, \ldots, p-1 \\
y \geq c_{i}\left(x-a_{i}\right)+b_{i}-\widehat{b}\left(1+z_{i+1}-z_{i}\right), & i=1,2, \ldots, p-1 . \tag{15}
\end{array}
$$

Lemma 2. Let $f:[\underline{a}, \bar{a}] \rightarrow \mathbb{R}$ be a piece-wise linear function with a sequence $\left(\left(a_{1}, b_{1}, c_{1}\right)\right.$, $\left.\left(a_{2}, b_{2}, c_{3}\right), \ldots,\left(a_{p-1}, b_{p-1}, c_{p-1}\right)\right)$ of lines and a set $B$ of boundaries. For any two reals $x_{0} \in[\underline{a}, \bar{a}]$ and $y_{0} \in[\underline{b}, \bar{b}], \mathbf{M I L P}_{2}(f)$ admits a feasible solution $\left(x=x_{0}, y=y_{0}, z\right)$ if and only if $y_{0}=f\left(x_{0}\right)$ or $\left(x_{0}=a_{i}, y_{0} \in\left\{b_{i}, b_{i}^{\prime}\right\}\right)$ for some $i \in\{2,3, \ldots, p-1\}$.

Proof. Let $x_{0} \in[\underline{a}, \bar{a}]$, and let $i^{*}$ denote the index $i \in\{1,2, \ldots, p-1\}$ such that $a_{i^{*}} \leq x_{0}<a_{i^{*}+1}$. As in the proof of Lemma 1, we see that (12) and (13) hold for all $i \in\{2,3, \ldots, p-1\} \backslash\left\{i^{*}\right\}$ if and only if

$$
\begin{equation*}
z_{1}=z_{2}=\cdots=z_{i^{*}-1}=1, \quad z_{i^{*}+1}=\cdots=z_{p}=0 \tag{16}
\end{equation*}
$$

This implies

$$
1+z_{i+1}-z_{i}= \begin{cases}0 & \text { if } z_{i} \neq z_{i+1} \\ 1 & \text { otherwise }\end{cases}
$$

where $z_{i} \neq z_{i+1}$ if and only if " $i=i^{*}$ and $z_{i^{*}}=1$ " or " $i=i^{*}-1$ and $z_{i^{*}}=0$," and we see that (14) and (15) for any $i$ with $z_{i} \neq z_{i+1}=1$ trivially hold. For the $j$ with $1+z_{j+1}-z_{j}=0$, where $j \in\left\{i^{*}-1, i^{*}\right\}$, (14) and (15) hold if and only if $y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}$.

We distinguish two cases.

Case 1. $x_{0}>a_{i^{*}}$ : As in Case 1 of proof of Lemma 1, we see that when $x_{0}>a_{i^{*}}$, (12) and (13) with $i=i^{*}$ hold if and only if $z_{i^{*}}=1$, where $\left(x_{0}, y=f\left(x_{0}\right), z\right)$ is a unique feasible solution to $\mathbf{M I L P}_{2}(f)$.
Case 2. $\quad x_{0}=a_{i^{*}}$ : In this case, (12) and (13) with $i=i^{*}$ hold for any of $z_{i^{*}}=1$ and $z_{i^{*}}=0$. When $z_{i^{*}}=1, y=c_{j}\left(x_{0}-a_{j}\right)+b_{j}=c_{i^{*}}\left(a_{i^{*}}-a_{i^{*}}\right)+b_{i^{*}}=b_{i^{*}}$ holds and $\left(x_{0}=a_{i^{*}}, y=b_{i^{*}}, z\right)$ is a feasible solution to $\operatorname{MILP}_{2}(f)$. When $z_{i^{*}}=0, y=$ $c_{j}\left(x_{0}-a_{j}\right)+b_{j}=c_{i^{*}-1}\left(a_{i^{*}}-a_{i^{*}-1}\right)+b_{i^{*}-1}=b_{i^{*}}^{\prime}$ holds and $\left(x_{0}=a_{i^{*}}, y=b_{i^{*}}^{\prime}, z\right)$ is a feasible solution to $\mathbf{M I L P}_{2}(f)$. We see that there is no feasible solution to $\mathbf{M I L P}_{2}(f)$ other than the above two solutions.

When a given piece-wise linear function $f$ is not continuous, i.e., $b_{i} \neq b_{i}^{\prime}$ for some $i$ with $2 \leq i \leq p-1$, the set of feasible solutions to $\operatorname{MILP}_{2}(f)$ may contain a pair $(x, y)$ such that $y \neq f(x)$ for a special case of $x=a_{i}$. However, when $f$ is a a continuous piece-wise linear function, $\operatorname{MILP}_{2}(f)$ completely represents $f$ in the sense that the set of feasible solutions is equal to the pairs of $x$ and $y=f(x)$.

## 4 Representing Systems with MILP

In this section, we show how to formulate a given weight system $\mathcal{S}$ as an MILP so that the set of admissible solutions to $\mathcal{S}$ is preserved as the set of feasible solution to the resulting MILP. Let $\mathcal{S}=(G, w, F)$ be a weight system with a simple digraph $G=(V, E)$, a weight function $w: V \cup E \rightarrow \mathbb{R}$ and a set $F$ of piece-wise linear functions, where $G$ is not necessarily acyclic and possibly $V_{\text {in }}=\emptyset$ or $V_{\text {out }}=\emptyset$. For each $v \in V \backslash V_{\text {in }}$, let $f_{v}:\left[\underline{a}_{v}, \bar{a}_{v}\right] \rightarrow\left[\underline{b}_{v}, \bar{b}_{v}\right]$ be a piece-wise linear function with a sequence $\left(\left(a_{v, 1}, b_{v, 1}, c_{v, 1}\right)\right.$, $\left.\left(a_{v, 2}, b_{v, 2}, c_{v, 3}\right), \ldots,\left(a_{v, p-1}, b_{v, p-1}, c_{v, p_{v}-1}\right)\right)$ of lines and a set $B_{v}$ of boundaries, where

$$
b_{v, j}^{\prime} \triangleq c_{v, j-1}\left(a_{v, j}-a_{v, j-1}\right)+b_{v, j-1}, j=1,2, \ldots, p_{v}-1 .
$$

Let $n_{\mathrm{b}}$ denote the total number of break points over all functions $f_{v}, v \in V$; i.e., $n_{\mathrm{b}}=\sum\left\{p_{v}-2 \mid v \in V \backslash V_{\mathrm{in}}\right\}$. Define

$$
\rho_{v} \triangleq \max \left\{\left|c_{v, i}\right| \mid i=1,2, \ldots, p_{v}-1\right\}, \quad \widehat{b}_{v} \triangleq \rho_{v} \cdot\left(\bar{a}_{v}-\underline{a}_{v}\right)+\bar{b}_{v}-\underline{b}_{v}
$$

To formulate $\mathcal{S}$ as an MILP so that $\mathcal{A}(\mathcal{S})$ is preserved as the set of feasible solutions to the MILP, we prepare $y_{v}, v \in V$ as main variables, which directly correspond to values on vertices in the weight system $\mathcal{S}$, and introduce a vector of auxiliary variables $z$ to represent each function $f_{v}, v \in V \backslash V_{\text {in }}$ as an $\operatorname{MILP}\left(f_{v}\right)$ in the previous section. After representing each function $f_{v}$ as $\operatorname{MILP}_{1}\left(f_{v}\right)$, we next introduce auxiliary variables $x_{v}, v \in V \backslash V_{\text {in }}$ to prepare an input $x_{v}=\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}$ for each function $f_{v}$. The resulting MILP, $\operatorname{MILP}_{1}^{*}(\mathcal{S})$, is a collection of these variables and linear constraints from $\operatorname{MILP}_{1}\left(f_{v}\right), v \in V \backslash V_{\text {in }}$.

## $\operatorname{MILP}_{1}^{*}(\mathcal{S})$

$$
\begin{array}{lr}
\underline{a}_{v}=a_{v, 1}<a_{v, 2}<\cdots<a_{v, p_{v}}=\bar{a}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
b_{v, 1}, b_{v, 2}, \ldots, b_{v, p_{v}-1}, b_{v, 2}^{\prime}, b_{v, 3}^{\prime}, \ldots, b_{v, p_{v}}^{\prime}, & v \in V \\
\underline{b}_{v}, \bar{b}_{v}, \widehat{b}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
c_{v, 1}, c_{v, 2}, \ldots, c_{v, p_{v}-1}, & v \in V \backslash V_{\mathrm{in}} \\
z_{v, 1}=1, z_{v, p_{v}}=0, & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

real variables

$$
\begin{array}{lr}
y_{v} \in\left[\underline{b}_{v}, \bar{b}_{v}\right], & v \in V \\
x_{v} \in\left[\underline{a}_{v}, \bar{a}_{v}\right], & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

binary variables

$$
z_{v, 2}, z_{v, 3}, \ldots, z_{v, p_{v}-1} \in\{0,1\}, \quad v \in V \backslash V_{\text {in }}
$$

subject to

$$
\begin{array}{lr}
x_{v}=\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}, & v \in V \backslash V_{\mathrm{in}} \\
x_{v}-a_{v, i}<\left(\bar{a}_{v}-\underline{a}_{v}\right) z_{v, i}, & v \in V \backslash V_{\mathrm{in}}, i=2, \ldots, p_{v}-1, b_{v, i} \in B_{v} \\
x_{v}-a_{v, i} \geq\left(\underline{a}_{v}-\bar{a}_{v}\right)\left(1-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=2, \ldots, p_{v}-1, b_{v, i} \in B_{v} \\
x_{v}-a_{v, i} \leq\left(\bar{a}_{v}-\underline{a}_{v} z_{v, i},\right. & v \in V \backslash V_{\mathrm{in}}, i=2, \ldots, p_{v}-1, b_{v, i}^{\prime} \in B_{v} \\
x_{v}-a_{v, i}>\left(\underline{a}_{v}-\bar{a}_{v}\right)\left(1-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=2, \ldots, p_{v}-1, b_{v, i}^{\prime} \in B_{v} \\
y_{v} \leq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}+\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2, \ldots, p_{v}-1 \\
y_{v} \geq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}-\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2, \ldots, p_{v}-1 .
\end{array}
$$

Let $\mathrm{b}^{(V)}$ denote the domain of a vector $y$ of main variables $y_{v}, v \in V$; i.e., $\mathrm{b}^{(V)}=$ $\left[\underline{b}_{1}, \bar{b}_{1}\right] \times\left[\underline{b}_{2}, \bar{b}_{2}\right] \times \cdots \times\left[\underline{b}_{n}, \bar{b}_{n}\right]$ for $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$.

For instance $I=\operatorname{MILP}_{1}^{*}(\mathcal{S})$, remember that $\mathcal{F}(y ; I) \subseteq \mathrm{b}^{(V)}$ is the set of vectors of reals on $y_{v}, v \in V$, i.e., $y^{\prime} \in \mathcal{F}(y ; I)$ means that $\operatorname{MILP}_{1}^{*}(\mathcal{S})$ admits a feasible solution such that $y_{v}=y_{v}^{\prime}, v \in V$. Then $\mathcal{A}(\mathcal{S})$ is equal to $\mathcal{F}(y ; I)$.

Theorem 3. Let $\mathcal{S}=(G, w, F)$ be a weight system with a set $F$ of piece-wise linear functions, and $I=\operatorname{MILP}_{1}^{*}(\mathcal{S})$. Then $\mathcal{A}(\mathcal{S})=\mathcal{F}(y ; I)$. For any subset $Y \subseteq \mathrm{~b}^{(V)}$, $\mathcal{A}(\mathcal{S}) \cap Y=\mathcal{F}(y ; I) \cap Y$.

Proof. We see that $\mathcal{A}(\mathcal{S})=\mathcal{F}(y ; I)$ immediately from Lemma 1 applied to each $\operatorname{MILP}_{1}\left(f_{v}\right), v \in V \backslash V_{\text {in }}$. Also $\mathcal{A}(\mathcal{S}) \cap Y=\mathcal{F}(y ; I) \cap Y$ is immediate from $\mathcal{A}(\mathcal{S})=$ $\mathcal{F}(y ; I)$.

We observe that $\operatorname{MILP}_{1}^{*}(\mathcal{S})$ contains $O\left(|V|+n_{\mathrm{b}}\right)$ variables and constraints.
When we impose an additional constraint on $\mathcal{A}(\mathcal{S})$ to obtain $\mathcal{A}(\mathcal{S}) \cap Y$ for a subset $Y \subseteq \mathrm{~b}^{(V)}$, it also holds that $\mathcal{A}(\mathcal{S}) \cap Y=\mathcal{F}(y ; I) \cap Y$. In particular, if $Y$ is described as a set of linear constraints and integer constraints, then $\mathcal{F}(y ; I) \cap Y$ can be the set $\mathcal{F}\left(y ; I^{\prime}\right)$ of feasible solutions to a modified MILP $I^{\prime}$.

Now we introduce another MILP by avoiding constraints with strict inequalities in $\operatorname{MILP}_{1}^{*}(\mathcal{S})$.

## $\operatorname{MILP}_{2}^{*}(\mathcal{S})$

constants

$$
\begin{array}{lr}
\underline{a}_{v}=a_{v, 1}<a_{v, 2}<\cdots<a_{v, p_{v}}=\bar{a}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
b_{v, 1}, b_{v, 2}, \ldots, b_{v, p_{v}-1}, b_{v, 2}^{\prime}, b_{v, 3}^{\prime}, \ldots, b_{v, p_{v}}^{\prime}, & v \in V \\
\underline{b}_{v}, \bar{b}_{v}, \widehat{b}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
c_{v, 1}, c_{v, 2}, \ldots, c_{v, p_{v}-1}, & v \in V \backslash V_{\mathrm{in}} \\
z_{v, 1}=1, z_{v, p_{v}}=0, & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

real variables

$$
\begin{array}{lr}
y_{v} \in\left[\underline{b}_{v}, \bar{b}_{v}\right], & v \in V \\
x_{v} \in\left[\underline{a}_{v}, \bar{a}_{v}\right], & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

binary variables

$$
z_{v, 2}, z_{v, 3}, \ldots, z_{v, p_{v}-1} \in\{0,1\}, \quad v \in V \backslash V_{\mathrm{in}}
$$

subject to

$$
\begin{array}{lr}
x_{v}=\sum_{u \in N^{-(v)}} w_{u v} y_{u}+w_{v}, & v \in V \backslash V_{\mathrm{in}} \\
x_{v}-a_{v, i} \leq\left(\bar{a}_{v}-\underline{a}_{v}\right) z_{v, i}, & v \in V \backslash V_{\mathrm{in}}, i=2,3, \ldots, p_{v}-1 \\
x_{v}-a_{v, i} \geq\left(\underline{a}_{v}-\bar{a}_{v}\right)\left(1-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=2,3, \ldots, p_{v}-1 \\
y_{v} \leq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}+\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2, \ldots, p_{v}-1 \\
y_{v} \geq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}-\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2, \ldots, p_{v}-1 .
\end{array}
$$

Observe that $\operatorname{MILP}_{2}^{*}(\mathcal{S})$ also contains $O\left(|V|+n_{\mathrm{b}}\right)$ variables and constraints.
Theorem 4. Let $\mathcal{S}=(G, w, F)$ be a weight system with a set $F$ of continuous piece-wise linear functions and $I=\operatorname{MILP}_{2}^{*}(\mathcal{S})$. Then $\mathcal{A}(\mathcal{S})=\mathcal{F}(y ; I)$. For any subset $Y \subseteq \mathrm{~b}^{(V)}$, $\mathcal{A}(\mathcal{S}) \cap Y=\mathcal{F}(y ; I) \cap Y$.

Proof. For each continuous piece-wise linear function $f_{v}$, it holds $b_{v, i}=b_{v, i}^{\prime}(2 \leq i \leq$ $\left.p_{v}-1\right)$. Hence by Lemma $2, \operatorname{MILP}_{2}\left(f_{v}\right)$ represents $f_{v}$ completely as in Lemma 1 with $\operatorname{MILP}_{1}\left(f_{v}\right)$. Therefore the theorem holds, as proved in Theorem 4.

We now show how a subset $Y$ can be chosen so that $\mathcal{F}(y ; I) \cap Y$ is still given as the set $\mathcal{F}\left(y ; I^{\prime}\right)$ of a modified MILP $I^{\prime}$. For example, choose a subset $X \subseteq\left\{y_{v} \mid v \in V\right\}$ of variables by introducing a new auxiliary variable $z_{X} \in \mathbb{R}\left(\right.$ or $\left.z_{X} \in \mathbb{Z}\right)$ and new constants $\underline{d}_{X}, \bar{d}_{X}, d_{x}, x \in X$ such that

$$
z_{X}=\sum_{x \in X} d_{x} x ; \quad \underline{d}_{X} \leq z_{X} \leq \bar{d}_{X} .
$$

Then set $Y$ to be the set of vectors $y \in \mathrm{~b}^{(V)}$ such that there is a value of $z_{X}$ satisfying the above new constraints. We easily observe that $\mathcal{F}(y ; I) \cap Y=\mathcal{F}\left(y ; I^{\prime}\right)$ for the MILP $I^{\prime}$ obtained from $I^{\prime}$ by adding the above auxiliary variable $z_{X}$ and constraints.

We can set a subset $Y \subseteq \mathrm{~b}^{(V)}$ by introducing the above type of constraints on a sequence of variable subsets $X_{1}, X_{2}, \ldots, X_{q}$, where some $X_{i}$ may contain a variable $z_{X_{j}}$ with $i<j$.

For the forward and backward problems to a weight system $\mathcal{S}$, a subset $Y$ is specified as follows. Let $I$ be an MILP such that $\mathcal{A}(\mathcal{S})=\mathcal{F}(y ; I)$. For the forward problem $\left(\mathcal{S}, V_{\text {in }}, \alpha\right)$, we set $Y=\left\{y \in \mathrm{~b}^{(V)} \mid y_{s}=\alpha_{s}, s \in V_{\text {in }}\right\}$. In this case, we add $I\left|V_{\text {in }}\right|$ new constraints

$$
y_{s}=\alpha_{s}, s \in V_{\mathrm{in}}
$$

so that $\mathcal{F}(y ; I) \cap Y=\mathcal{F}\left(y ; I^{\prime}\right)$ for the resulting MILP $I^{\prime}$.
Analogously for the backward problem $\left(\mathcal{S}, V_{\text {out }}, \beta\right)$, we add $I\left|V_{\text {out }}\right|$ new constraints

$$
y_{t}=\beta_{t}, t \in V_{\text {out }}
$$

so that $\mathcal{F}(y ; I) \cap Y=\mathcal{F}\left(y ; I^{\prime}\right)$ for the resulting MILP $I^{\prime}$. When we want to find an admissible set to a weight system $\mathcal{S}$ such that

$$
\underline{\beta}_{t} \leq y_{t} \leq \bar{\beta}_{t}, t \in V_{\mathrm{out}}
$$

for some constants $\underline{\beta}_{t}, \bar{\beta}_{t} \in \mathbb{R}, t \in V_{\text {out }}$, we add to $I$ these constraints so that $\mathcal{F}(y ; I) \cap$ $Y=\mathcal{F}\left(y ; I^{\prime}\right)$ for the resulting MILP $I^{\prime}$.

We consider the case where a weight system $\mathcal{S}$ satisfies $\left|V_{\text {out }}\right|=1$ and the function $f_{t}:[\underline{a}, \bar{a}] \rightarrow[0,1]$ of the sink in $V_{\text {out }}$ is a threshold function

$$
f_{t}(x)= \begin{cases}0 & \text { if } \underline{a} \leq x<0 \\ 1 & \text { if } 0 \leq x \leq \bar{a}\end{cases}
$$

Since $f_{t}$ is not continuous, $I=\operatorname{MILP}_{2}^{*}(\mathcal{S})$ may not preserve the set $\mathcal{A}(\mathcal{S})$ of admissible sets. Any admissible set $y \in \mathcal{A}(\mathcal{S})$ with $y_{t}=1$ satisfies $y_{t}=1=f_{t}\left(\sum_{u \in N^{-}(t)} w_{u t} y_{u}+w_{t}\right)$.

When we aim to find an admissible set $y \in \mathcal{A}(\mathcal{S})$ such that $y_{t}=1$ and the input $\sum_{u \in N^{-}(t)} w_{u t} y_{u}+w_{t}$ to $f_{t}$ is maximized, we add to $I$ the following constraint and objective function:

$$
y_{t} \geq 1
$$

objective: maximize $x_{t}$,
where $x_{t}$ is an auxiliary variable already introduced in $I$ satisfying $x_{t}=\sum_{u \in N^{-}(t)} w_{u t} y_{u}+$ $w_{t}$.

## 5 Representing Inverse ANN by MILP

This section introduces examples of MILPs for the inverse problem of ANN with some activation functions.

### 5.1 Initialization

Assume that we are given a weight system $\mathcal{S}=(G, w, F)$ with a DAG $G$ and a set $F$ of piece-wise linear functions and ranges $\left[\underline{b}_{s}, \bar{b}_{s}\right]$ for sources $s \in V_{\text {in }}$, where the end points of each function $f_{v} \in F$ may not be specified. Before we formulate the backward problem on the weight system, we compute domains $\left[\underline{a}_{v}, \bar{a}_{v}\right]$ and ranges $\left[\underline{b}_{v}, \bar{b}_{v}\right]$ for other main variables $y_{v}, v \in V \backslash V_{\text {in }}$ as follows.
For each vertex $v \in V \backslash V_{\text {in }}$ such that the domains and ranges on variables $y_{u}$
with $u \in N^{-}(v)$ have been determined, set the domain and range on variable $y_{v}$ so that

$$
\begin{aligned}
\bar{a}_{v} & :=\max \left\{\sum_{u \in N^{-}(v)} w_{u v} y_{u} \mid \underline{b}_{u} \leq y_{u} \leq \bar{b}_{u}, u \in N^{-}(v)\right\}+w_{v} \\
& =\sum\left\{w_{u v} \bar{b}_{u} \mid w_{u v}>0, u \in N^{-}(v)\right\}+\sum\left\{w_{u v} \underline{b}_{u} \mid w_{u v}<0, u \in N^{-}(v)\right\}+w_{v} ; \\
\underline{a}_{v} & :=\min \left\{\sum_{u \in N^{-}(v)} w_{u v} y_{u} \mid \underline{b}_{u} \leq y_{u} \leq \bar{b}_{u}, u \in N^{-}(v)\right\}+w_{v} \\
& =\sum\left\{w_{u v} \bar{b}_{u} \mid w_{u v}<0, u \in N^{-}(v)\right\}+\sum\left\{w_{u v} \underline{b}_{u} \mid w_{u v}>0, u \in N^{-}(v)\right\}+w_{v} ; \\
\bar{b}_{v} & :=\max \left\{f_{v}(x) \mid \underline{a}_{v} \leq x \leq \bar{a}_{v}\right\} \\
\underline{b}_{v} & :=\min \left\{f_{v}(x) \mid \underline{a}_{v} \leq x \leq \bar{a}_{v}\right\} .
\end{aligned}
$$

Then for each vertex $v \in V \backslash V_{\text {in }}$, we set $\underline{a}_{v}$ and $\bar{a}_{v}$ to be the end points and of $f_{v}$ so that $f_{v}$ is given as $\left(\left(a_{v, 1}, b_{v, 1}, c_{v, 1}\right),\left(a_{v, 2}, b_{v, 2}, c_{v, 3}\right), \ldots,\left(a_{v, p-1}, b_{v, p-1}, c_{v, p_{v}-1}\right)\right)$, where $a_{v, 1}=\underline{a}_{v}$ and $a_{v, p-1}<\bar{a}_{v}\left(=a_{v, p}\right)$, and also set $\rho_{v}$ and $\widehat{b}_{v}$ so that

$$
\begin{gathered}
\rho_{v}:=\max \left\{\left|c_{v, i}\right| \mid i=1,2, \ldots, p_{v}-1\right\} ; \\
\widehat{b}_{v}:=\rho_{v} \cdot\left(\bar{a}_{v}-\underline{a}_{v}\right)+\bar{b}_{v}-\underline{b}_{v} .
\end{gathered}
$$

### 5.2 Case of ReLU Function

We here consider an ANN with the ReLU function. Let $\mathcal{N}=(G, w, F)$ be an ANN with $F=\left\{f_{v}: \mathbb{R} \rightarrow \mathbb{R} \mid v \in V \backslash V_{\text {in }}\right\}$ such that for each vertex $v \in V \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right)$

$$
f_{v}(x)=\max \{0, x\}= \begin{cases}0 & \text { if } x \leq 0 \\ x & \text { if } 0 \leq x\end{cases}
$$

Let $f_{v}=\left(\left(a_{v, 1}=\underline{a}, b_{v, 1}=0, c_{v, 1}=0\right),\left(a_{v, 2}=0, b_{v, 2}=0, c_{v, 2}=1\right)\right)$ denote a piece-wise linear function with a domain $\left[\underline{a}_{v}, \bar{a}_{v}\right]\left(\underline{a}_{v}<0<\bar{a}_{v}\right)$, where $\underline{b}_{v}=0, \bar{b}_{v}=b_{3}^{\prime}=\bar{a}_{v}$, $b_{v, 2}^{\prime}=b_{v, 2}=0$ and $\widehat{b}_{v}=\left(\bar{a}_{v}-\underline{a}_{v}\right)+\bar{b}_{v}-\underline{b}_{v}=2 \bar{a}_{v}-\underline{a}_{v}$. See Fig. 2 for an illustration of the ReLU function on a domain $\left[\underline{a}_{v}, \bar{a}_{v}\right]$.

We also assume that $\left|V_{\text {out }}\right|=1$ and $f_{t}(x)=x$ for the $\operatorname{sink} t \in V_{\text {out }}$.


Figure 2: An illustration of the $\operatorname{ReLU}$ function $f$ with a domain $[\underline{a}, \bar{a}](\underline{a}<0<\bar{a})$.

## $\operatorname{MILP}_{2}^{*}\left(\mathcal{S}, \beta_{t}\right)$

constants

$$
\begin{array}{ll}
\underline{a}_{v}=a_{v, 1}<a_{v, 2}=0, a_{v, 3}=\bar{a}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
\underline{b}_{v}=b_{v, 1}=b_{v, 2}=0, b_{v, 3}^{\prime}=\bar{b}_{v}=\bar{a}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
\widehat{b}_{v}=2 \bar{a}_{v}-\underline{a}_{v}, & v \in V \backslash V_{\mathrm{in}} \\
c_{v, 1}=0, c_{v, 2}=1, & v \in V \backslash V_{\mathrm{in}} \\
z_{v, 1}=1, z_{v, 3}=0, & v \in V \backslash V_{\mathrm{in}} \\
\beta_{t} \in\left[\underline{b}_{t}, \bar{b}_{t}\right]=\left[0, \bar{a}_{t}\right], &
\end{array}
$$

real variables

$$
\begin{array}{lr}
y_{v} \in\left[0, \bar{b}_{v}\right], & v \in V \\
x_{v} \in\left[\underline{a}_{v}, \bar{a}_{v}\right], & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

binary variables

$$
z_{v, 2} \in\{0,1\}, \quad v \in V \backslash V_{\mathrm{in}}
$$

subject to

$$
\begin{array}{lr}
x_{v}=\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}, & v \in V \backslash V_{\mathrm{in}} \\
x_{v}-a_{v, 2} \leq\left(\bar{a}_{v}-\underline{a}_{v}\right) z_{v, 2}, & v \in V \backslash V_{\mathrm{in}} \\
x_{v}-a_{v, 2} \geq\left(\underline{a}_{v}-\bar{a}_{v}\right)\left(1-z_{v, 2}\right), & v \in V \backslash V_{\mathrm{in}} \\
y_{v} \leq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}+\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2 \\
y_{v} \geq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}-\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2 \\
y_{t}=\beta_{t} . &
\end{array}
$$

### 5.3 Case of Approximating Sigmoid Function

The logistic sigmoid function $f(x)=1 /\left(1+e^{-x}\right)$ is not piece-wise linear. We here approximate this with a continuous piece-wise linear with two break points. Let $\mathcal{N}=$ $(G, w, F)$ be an ANN with $F=\left\{f_{v}: \mathbb{R} \rightarrow \mathbb{R} \mid v \in V \backslash V_{\text {in }}\right\}$ such that for each vertex $v \in V \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right)$

$$
f_{v}(x)=\left\{\begin{array}{cl}
0 & \text { if } x \leq-3  \tag{17}\\
(x+3) / 6 & \text { if }-3 \leq x \leq 3 \\
1 & \text { if } 3 \leq x
\end{array}\right.
$$

Let $f_{v}=\left(\left(a_{v, 1}=\underline{a}, b_{v, 1}=0, c_{v, 1}=0\right),\left(a_{v, 2}=-3, b_{v, 2}=0, c_{v, 2}=1 / 6\right),\left(a_{v, 3}=3, b_{v, 3}=\right.\right.$ $\left.1, c_{v, 3}=0\right)$ ) denote a piece-wise linear function with a domain $[\underline{a}, \bar{a}](\underline{a}<-3$ and $3<\bar{a}$ ), where $\underline{b}_{v}=0, \bar{b}_{v}=1, b_{v, 2}^{\prime}=b_{v, 2}=0 . \quad b_{v, 3}^{\prime}=b_{v, 3}=b_{v, 4}^{\prime}=1$, and $\widehat{b}_{v}=$ $(1 / 6)\left(\bar{a}_{v}-\underline{a}_{v}\right)+\bar{b}_{v}-\underline{b}_{v}=(1 / 6)\left(\bar{a}_{v}-\underline{a}_{v}\right)+1$. See Fig. 3 for an illustration of the above function.

Assume that $\left|V_{\text {out }}\right|=1$ and $f_{t}(x)=x$ for the $\operatorname{sink} t \in V_{\text {out }}$.


Figure 3: An illustration of a piece-wise linear function with two break points $(-3,0)$ and $(3,1)$ in a domain $[\underline{a}, \bar{a}](\underline{a}<-3$ and $3<\bar{a})$.

## $\operatorname{MILP}_{2}^{*}\left(\mathcal{S}, \beta_{t}\right)$

constants

$$
\begin{array}{ll}
\underline{a}_{v}=a_{v, 1}<a_{v, 2}=-3, a_{v, 3}=3<a_{v, 4}=\bar{a}_{v}, & v \in V \backslash V_{\text {in }} \\
\underline{b}_{v}=b_{v, 1}=b_{v, 2}=b_{v, 2}^{\prime}=0, b_{v, 3}=b_{v, 4}^{\prime}=\bar{b}_{v}=1, & v \in V \backslash V_{\text {in }} \\
\widehat{b}_{v}=(1 / 6)\left(\bar{a}_{v}-\underline{a}_{v}\right)+1, & v \in V \backslash V_{\mathrm{in}} \\
c_{v, 1}=0, c_{v, 2}=1 / 6, c_{v, 3}=0, & v \in V \backslash V_{\mathrm{in}} \\
z_{v, 1}=1, z_{v, 4}=0, & v \in V \backslash V_{\mathrm{in}} \\
\beta_{t} \in[0,1], &
\end{array}
$$

real variables

$$
\begin{array}{lr}
y_{v} \in[0,1], & v \in V \\
x_{v} \in\left[\underline{a}_{v}, \bar{a}_{v}\right], & v \in V \backslash V_{\mathrm{in}}
\end{array}
$$

binary variables

$$
z_{v, 2}, z_{v, 3}, \in\{0,1\}, \quad v \in V \backslash V_{\mathrm{in}}
$$

subject to

$$
\begin{array}{lr}
x_{v}=\sum_{u \in N^{-}(v)} w_{u v} y_{u}+w_{v}, & v \in V \backslash V_{\text {in }} \\
x_{v}-a_{v, i} \leq\left(\bar{a}_{v}-\underline{a}_{v}\right) z_{v, i}, & v \in V \backslash V_{\text {in }}, i=2,3 \\
x_{v}-a_{v, i} \geq\left(\underline{a}_{v}-\bar{a}_{v}\right)\left(1-z_{v, i}\right), & v \in V \backslash V_{\text {in }}, i=2,3 \\
y_{v} \leq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}+\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\text {in }}, i=1,2,3 \\
y_{v} \geq c_{v, i}\left(x_{v}-a_{v, i}\right)+b_{v, i}-\widehat{b}_{v}\left(1+z_{v, i+1}-z_{v, i}\right), & v \in V \backslash V_{\mathrm{in}}, i=1,2,3 \\
\beta_{t}=y_{t} . &
\end{array}
$$

## 6 Concluding Remarks

In this paper, we observed that a piece-wise linear function $f$ can be represented in an MILP so that the pairs of reals $x$ and $f(x)$ are preserved as the feasible solutions to the MILP except for break points in discontinuous functions. Although MILP is an NP-hard problem, there have been developed several practically efficient solvers for LP and MILP. In our preliminary experiments on an ANN $\mathcal{N}$ with an input layer of 200 nodes, one hidden layer of 200 nodes and an output layer of a single node constructed based on the feature vectors proposed in [5], it took less than 2 seconds to solve the inverse problem on $\mathcal{N}$ by using CPLEX (ILOG CPLEX version 12.8) [6] on a PC with

Intel Core i5 1.8 GHz CPU and 8GB RAM running under the Mac OS operating system version 10.13.6. This result suggests that our proposed formulation is practically useful. One of important future works is to modify and apply this formulation for design of novel chemical structures.
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