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#### Abstract

Many researchers have studied descent methods for multiobjective optimization problems in recent years. For example, Fliege and Svaiter proposed the steepest descent method for differentiable multiobjective optimization problems. Afterward, a proximal gradient method, which can solve non-differentiable problems, was also considered. However, their accelerated versions are not sufficiently studied. Recently, El Moudden and El Mouatasim proposed a natural extension of Nesterov's accelerated method for multiobjective optimization problems. They proved the global convergence rate of the algorithm $\left(O\left(1 / k^{2}\right)\right)$ under the assumption that the sequence of the Lagrangian multipliers of the subproblems is eventually fixed. However, this assumption is restrictive because it means that the method is regarded as the Nesterov's method for the weighting problem. In this paper, we propose a new accelerated algorithm, in which we solve subproblems with terms that only appear in the multiobjective case. We also show the proposed method's global convergence rate $\left(O\left(1 / k^{2}\right)\right)$ under a more natural assumption, using a merit function to measure the complexity. Moreover, we present an efficient way to solve the subproblem in the proposed method via its dual, and we confirm the validity of the proposed method through numerical experiments.


## 1 Introduction

Multiobjective optimization consists in minimizing (or maximizing) more than one objective function at once under possible constraints. In general, there is no single point that minimizes all objective functions simultaneously, so the concept of Pareto optimality becomes essential. We call a point Pareto optimal if there is no other point with the same or smaller objective function values and with at least one objective function value being strictly smaller.

One of the most popular strategies for solving multiobjective optimization problems is the scalarization approach [13, 14, 24]. It converts the original
multiobjective optimization problem into one or several parametrized singleobjective optimization problems. However, we may find it challenging to choose the appropriate parameters in advance.

In recent years, descent algorithms for multiobjective optimization problems have attracted much attention in the optimization community. For example, Fliege and Svaiter [11] proposed the steepest descent method for differentiable multiobjective optimization problems. Later, the proximal gradient method [21], which works for non-differentiable problems, was considered. We call them firstorder methods since they only use the objective functions' first derivative. The sequences generated by these methods are known to converge to the Pareto solutions with rate $O(1 / k)$ [12, 23].

On the other hand, there are many kinds of research about the acceleration of the single-objective first-order methods. After being established by Nesterov 18, researchers developed various accelerated methods. In particular, the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [2], an accelerated version of the proximal gradient method, has contributed to a wide range of research fields, such as image and signal processing.

However, studies for accelerated algorithms for multiobjective cases remain insufficient. In 2020, El Moudden and El Mouatasim [9] proposed an accelerated diagonal steepest descent method for multiobjective optimization, a natural extension of Nesterov's accelerated method for single-objective problems. They proved the global convergence rate of the algorithm $\left(O\left(1 / k^{2}\right)\right)$ under the assumption that the sequence of the Lagrangian multipliers of the subproblems is eventually fixed. Nevertheless, this assumption is restrictive because it indicates that the method is essentially the same as the Nesterov's method for minimizing a weighted sum of the objective functions.

Here, we propose a new accelerated algorithm for multiobjective optimization, in which we solve subproblems with terms that only appear in the multiobjective case. These terms vanish in the single-objective case; we can regard these methods as the generalization of the single-objective accelerated methods. Moreover, under more natural assumptions, we prove the proposed method's global convergence rate $\left(O\left(1 / k^{2}\right)\right)$ by using a merit function [22] to measure the complexity.

Furthermore, we derive a convex and differentiable dual problem for the subproblem in each iteration, which is easier to solve than the original problem when the number of objective functions is smaller than the dimension of the decision variables. We can reconstruct the original subproblem's solution from the dual problem's solution. We also implement the whole algorithm using this dual problem and confirm its effectiveness in numerical experiments.

The outline of this paper is as follows. We present some notations and concepts used in this paper in Section 2 Section 3 recalls the proximal gradient method for multiobjective optimization proposed in [21]. We present the accelerated proximal gradient method for multiobjective optimization in Section 4 and analyze its $O\left(1 / k^{2}\right)$ convergence rate in Section 5. Section 6 introduces the efficient way to solve the subproblem via its dual problem. Finally, we report some numerical results for test problems in Section 7, demonstrating that the
proposed method is faster than the existing one.

## 2 Preliminaries

All over this work, for any natural number $d, \mathbf{R}^{d}$ denotes the $d$-dimensional real space, $\mathbf{R}_{+}^{d} \subseteq \mathbf{R}^{d}$ designates the nonnegative orthant of $\mathbf{R}^{d}$, i.e.,

$$
\mathbf{R}_{+}^{d}:=\left\{v \in \mathbf{R}^{d} \mid v_{i} \geq 0, i=1, \ldots, d\right\}
$$

and $\Delta^{d}$ represents the standard simplex given by

$$
\begin{equation*}
\Delta^{d}:=\left\{\lambda \in \mathbf{R}_{+}^{d} \mid \sum_{i=1}^{d} \lambda_{i}=1\right\} . \tag{1}
\end{equation*}
$$

Then, we can consider the partial orders induced by $\mathbf{R}_{+}^{d}$ : for all $v^{1}, v^{2} \in$ $\mathbf{R}^{d}, v^{1} \leq v^{2}$ (alternatively, $v^{2} \geq v^{1}$ ) if $v^{2}-v^{1} \in \mathbf{R}_{+}^{d}$ and $v^{1}<v^{2}$ (alternatively, $v^{2}>v^{1}$ ) if $v^{2}-v^{1} \in \operatorname{int} \mathbf{R}_{+}^{d}$. In other words, $v^{1} \leq v^{2}$ and $v^{1}<v^{2}$ stand for $v_{i}^{1} \leq v_{i}^{2}$ and $v_{i}^{1}<v_{i}^{2}$ for all $i=1, \ldots, d$, respectively. Moreover, let $\langle\cdot, \cdot\rangle$ be the Euclidean inner product in $\mathbf{R}^{d}$, i.e., $\langle u, v\rangle:=\sum_{i=1}^{d} u_{i} v_{i}$, and let $\|\cdot\|$ be the Euclidean norm, i.e., $\|u\|:=\sqrt{\langle u, u\rangle}$. Furthermore, we define $\ell_{1}$ norm $\|\cdot\|_{1}$ and $\ell_{\infty}-$ norm $\|\cdot\|_{\infty}$ by $\|u\|_{1}:=\sum_{i=1}^{d}\left|u_{i}\right|$ and $\|u\|_{\infty}:=\max _{i=1, \ldots, d}\left|u_{i}\right|$, respectively.

On the other hand, for a closed, proper and convex function $h: \mathbf{R}^{n} \rightarrow \mathbf{R} \cup$ $\{\infty\}$, we call $\eta \in \mathbf{R}^{n}$ a subgradient of $h$ at $x \in \mathbf{R}^{n}$ if

$$
h(y) \geq h(x)+\langle\eta, y-x\rangle \quad \text { for all } y \in \mathbf{R}^{n},
$$

and we write $\partial h(x)$ the subdifferential of $h$ at $x$, i.e., the set of all subgradients of $h$ at $x$. In addition, the subdifferential for a vector-valued function is the direct product of the subdifferentials of each component. We also define the Moreau envelope or Moreau-Yosida regularization of $h$ by

$$
\begin{equation*}
\mathcal{M}_{h}(x):=\min _{y \in \mathbf{R}^{n}}\left\{h(y)+\frac{1}{2}\|x-y\|^{2}\right\} . \tag{2}
\end{equation*}
$$

The minimization problem in (2) has a unique solution. We call this solution the proximal operator and write it as

$$
\begin{equation*}
\operatorname{prox}_{h}(x):=\underset{y \in \mathbf{R}^{n}}{\operatorname{argmin}}\left\{h(y)+\frac{1}{2}\|x-y\|^{2}\right\} . \tag{3}
\end{equation*}
$$

Remark 2.1. (i) [1, Theorem 6.24] If $h$ is the indicator function of a nonempty set $S \subseteq \mathbf{R}^{n}$, i.e.,

$$
\chi_{S}(x)= \begin{cases}0, & x \in S  \tag{4}\\ \infty, & x \notin S\end{cases}
$$

then the proximal operator reduces to the projection onto $S$.
(ii) [1, Theorem 6.42] The proximal operator of a closed, proper, and convex function $h$ is non-expansive, i.e., $\left\|\operatorname{prox}_{h}(x)-\operatorname{prox}_{h}(y)\right\| \leq\|x-y\|$. In other words, $\boldsymbol{p r o x}_{h}$ is 1-Lipschitz continuous.
(iii) [1, Theorem 6.60] Even if a closed, proper, and convex function $h$ is non-differentiable, its Moreau envelope $\mathcal{M}_{h}$ has a 1-Lipschitz continuous gradient as follows:

$$
\nabla \mathcal{M}_{h}(x)=x-\operatorname{prox}_{h}(x)
$$

By the way, in this paper, we focus on the following multiobjective optimization problem:

$$
\begin{equation*}
\min _{x \in \mathbf{R}^{n}} F(x) \tag{5}
\end{equation*}
$$

where $F: \mathbf{R}^{n} \rightarrow(\mathbf{R} \cup\{\infty\})^{m}$ is a vector-valued function with $F:=\left(F_{1}, \ldots, F_{m}\right)^{\top}$. We assume that each component $F_{i}: \mathbf{R}^{n} \rightarrow \mathbf{R} \cup\{\infty\}$ is defined by

$$
F_{i}(x):=f_{i}(x)+g_{i}(x) \text { for all } i=1, \ldots, m
$$

with convex and continuously differentiable functions $f_{i}: \mathbf{R}^{n} \rightarrow \mathbf{R}, i=1, \ldots, m$ and closed, proper and convex functions $g_{i}: \mathbf{R}^{n} \rightarrow \mathbf{R} \cup\{\infty\}, i=1, \ldots, m$. We also suppose that each $\nabla f_{i}$ is Lipschitz continuous with constant $L_{i}>0$ and define

$$
L:=\max _{i=1, \ldots, m} L_{i}
$$

From the so-called descent lemma [4, Proposition A.24], we have

$$
\begin{equation*}
f_{i}(p)-f_{i}(q) \leq\left\langle\nabla f_{i}(q), p-q\right\rangle+\frac{L}{2}\|p-q\|^{2} \tag{6}
\end{equation*}
$$

for all $p, q \in \mathbf{R}^{n}$ and $i=1, \ldots, m$, which gives

$$
\begin{align*}
F_{i}(p)-F_{i}(r) & =f_{i}(p)-f_{i}(q)+g_{i}(p)+f_{i}(q)-F_{i}(r) \\
& \leq\left\langle\nabla f_{i}(q), p-q\right\rangle+g_{i}(p)+f_{i}(q)-F_{i}(r)+\frac{L}{2}\|p-q\|^{2} \tag{7}
\end{align*}
$$

for all $p, q, r \in \mathbf{R}^{n}$ and $i=1, \ldots, m$.
Now, we introduce some concepts used in the multiobjective optimization problem (5). Recall that

$$
\begin{equation*}
X^{*}:=\left\{x^{*} \in \mathbf{R}^{n} \mid \text { There does not exist } x \in \mathbf{R}^{n} \text { such that } F(x)<F\left(x^{*}\right)\right\} \tag{8}
\end{equation*}
$$

is the set of weakly Pareto optimal points for (5). We also define the effective domain of $F$ by

$$
\operatorname{dom} F:=\left\{x \in \mathbf{R}^{n} \mid F(x)<\infty\right\}
$$

and we write the level set of $F$ on $c \in \mathbf{R}^{m}$ as

$$
\begin{equation*}
\mathcal{L}_{F}(c):=\left\{x \in \mathbf{R}^{n} \mid F(x) \leq c\right\} . \tag{9}
\end{equation*}
$$

In addition, we express the image of $A \subseteq \mathbf{R}^{n}$ and the inverse image of $B \subseteq$ $(\mathbf{R} \cup\{\infty\})^{m}$ under $F$ as

$$
F(A):=\left\{F(x) \in \mathbf{R}^{m} \mid x \in A\right\} \quad \text { and } \quad F^{-1}(B):=\left\{x \in \mathbf{R}^{n} \mid F(x) \in B\right\}
$$

respectively.
Finally, let us recall the merit function $u_{0}: \mathbf{R}^{n} \rightarrow \mathbf{R} \cup\{\infty\}$ proposed in [22]:

$$
\begin{equation*}
u_{0}(x):=\sup _{z \in \mathbf{R}^{n}} \min _{i=1, \ldots, m}\left\{F_{i}(x)-F_{i}(z)\right\}, \tag{10}
\end{equation*}
$$

which returns zero at optimal solutions and strictly positive values otherwise. The following theorem shows that $u_{0}$ is a merit function in the Pareto sense.

Theorem 2.1. [22, Theorems 3.3 and 3.4] Let $u_{0}$ be defined by 10 . Then, $u_{0}(x) \geq$ 0 for all $x \in \mathbf{R}^{n}$. Moreover, $x \in \mathbf{R}^{n}$ is weakly Pareto optimal for (5) if and only if $u_{0}(x)=0$.

Note that when $m=1$, we have

$$
u_{0}(x)=F_{1}(x)-F_{1}^{*},
$$

where $F_{1}^{*}$ is the optimal objective value. This is clearly a merit function for scalar-valued optimization.

## 3 Proximal gradient methods for multiobjective optimization

Let us now recall the proximal gradient method for (5), an extension of the classical proximal gradient method, proposed by Tanabe, Fukuda, and Yamashita [21. We explain how to generate the sequence in each iteration, and afterward, we show the algorithm and its convergence rate.

For given $x \in \operatorname{dom} F$ and $\ell>0$, we consider the following minimization problem:

$$
\begin{equation*}
\min _{z \in \mathbf{R}^{n}} \varphi(z ; x) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{\ell}(z ; x):=\max _{i=1, \ldots, m}\left\{\left\langle\nabla f_{i}(x), z-x\right\rangle+g_{i}(z)-g_{i}(x)\right\}+\frac{\ell}{2}\|z-x\|^{2} \tag{12}
\end{equation*}
$$

The convexity of $g_{i}$ implies that $z \mapsto \varphi_{\ell}(z ; x)$ is strongly convex, so the problem (11) always has a unique solution. Let us write such a solution as $p_{\ell}(x)$ and let $\theta_{\ell}(x)$ be its optimal function value, i.e.,

$$
\begin{equation*}
p_{\ell}(x):=\underset{z \in \mathbf{R}^{n}}{\operatorname{argmin}} \varphi(z ; x) \quad \text { and } \quad \theta_{\ell}(x):=\min _{z \in \mathbf{R}^{n}} \varphi(z ; x) . \tag{13}
\end{equation*}
$$

The following proposition shows that $p_{\ell}(x)$ and $\theta_{\ell}(x)$ characterize the weak Pareto optimality of (5).

Proposition 3.1. Let $p_{\ell}$ and $\theta_{\ell}$ be defined by (13). Then, the statements below hold.
(i) The following three conditions are equivalent: (a) $x$ is weakly Pareto optimal, (b) $p_{\ell}(x)=x$, and (c) $\theta_{\ell}(x)=0$.
(ii) The mappings $p_{\ell}$ and $\theta_{\ell}$ are both continuous.

Proof. It is clear from [21, Lemma 3.2] and the convexity of $f_{i}$.
From Proposition 3.1. we can treat $\left\|p_{\ell}(x)-x\right\|_{\infty}<\varepsilon$ for some $\varepsilon$ as the stopping criteria. Moreover, it is known that if $\ell>L / 2$ then we have $F_{i}\left(p_{\ell}(x)\right) \leq$ $F_{i}(x)$ for all $x \in \operatorname{dom} F$ and $i=1, \ldots, m[23$. Now, we state below the proximal gradient method for (5).

```
Algorithm 1 Proximal gradient method for multiobjective optimization [21]
Input: \(x^{0} \in \operatorname{dom} F, \ell>L / 2, \varepsilon>0\)
Output: \(x^{*}\) : A weakly Pareto optimal point
    \(k \leftarrow 0\)
    while \(\left\|p_{\ell}\left(x^{k}\right)-x^{k}\right\|_{\infty} \geq \varepsilon\) do
        \(x^{k+1} \leftarrow p_{\ell}\left(x^{k}\right)\)
        \(k \leftarrow k+1\)
    end while
```

When $\ell \geq L$, Algorithm 1 is known to generate $\left\{x^{k}\right\}$ such that $\left\{u_{0}\left(x^{k}\right)\right\}$ converges to zero with rate $O(1 / k)$ under the following two assumptions. Note that these assumptions are not particularly strong, as suggested in [23, Remark 5.2].

Assumption 3.1. [23, Assumption 5.1] Let $X^{*}$ and $\mathcal{L}_{F}$ be defined by (8) and (9), respectively. Then, for all $x \in \mathcal{L}_{F}\left(F\left(x^{0}\right)\right)$, there exists $x^{*} \in X^{*}$ such that $F\left(x^{*}\right) \leq F(x)$ and

$$
\begin{equation*}
R:=\sup _{F^{*} \in F\left(X^{*} \cap \mathcal{L}_{F}\left(F\left(x^{0}\right)\right)\right)} \inf _{z \in F^{-1}\left(\left\{F^{*}\right\}\right)}\left\|z-x^{0}\right\|^{2} . \tag{14}
\end{equation*}
$$

Theorem 3.1. [23, Theorem 5.2] Assume that $\ell \geq L$. Then, under Assumption 3.1. Algorithm 1 generates a sequence $\left\{x^{k}\right\}$ such that

$$
u_{0}\left(x^{k}\right) \leq \frac{\ell R}{2 k} \quad \text { for all } k \geq 1
$$

At the end of this section, we note some remarks about Algorithm 1.
Remark 3.1. (i) Since $x \in \operatorname{dom} F$ implies $p_{\ell}(x) \in \operatorname{dom} F$, Algorithm 1 is well-defined.
(ii) When $g_{i}=0$, Algorithm 1 corresponds to the steepest descent method [11]. On the other hand, when $f_{i}=0$, it matches the proximal point method [6]. Furthermore, when $g_{i}$ is the indicator function (4) of a convex set $S \subseteq \mathbf{R}^{n}$, it coincides with the projected gradient method [15].
(iii) When it is difficult to estimate the Lipschitz constant L, we can set the initial value of $\ell$ appropriately and increase $\ell$ by multiplying at each iteration by some prespecified scalar until $F_{i}\left(p_{\ell}\left(x^{k}\right)\right)-F_{i}\left(x^{k}\right) \leq \theta_{\ell}\left(x^{k}\right)$ is satisfied for all $i=1, \ldots, m$. If $L$ is finite, the number of times that $\ell$ is increased is at most a constant.

## 4 An accelerated proximal gradient method for multiobjective optimization

This section proposes an accelerated version of the proximal gradient method for multiobjective optimization.

The proposed method solves the following subproblem at each iteration for given $x \in \operatorname{dom} F, y \in \mathbf{R}^{n}$, and $\ell \geq L$ :

$$
\begin{equation*}
\min _{z \in \mathbf{R}^{n}} \varphi_{\ell}^{\text {acc }}(z ; x, y), \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{\ell}^{\mathrm{acc}}(z ; x, y):=\max _{i=1, \ldots, m}\left\{\left\langle\nabla f_{i}(y), z-y\right\rangle+g_{i}(z)+f_{i}(y)-F_{i}(x)\right\}+\frac{\ell}{2}\|z-y\|^{2} \tag{16}
\end{equation*}
$$

Note that when $y=x$, the subproblem (15) is reduced to subproblem (11) of the proximal gradient method. Note also that when $m=1$, the subproblem becomes

$$
\min _{z \in \mathbf{R}^{n}}\left\langle\nabla f_{1}(y), z-y\right\rangle+g_{1}(z)+\frac{\ell}{2}\|z-y\|^{2}
$$

Therefore, the term $F_{i}(x)$ is a key for acceleration in the multiobjective optimization.

Since $g_{i}$ is convex for all $i=1, \ldots, m, z \mapsto \varphi_{\ell}^{\text {acc }}(z ; x, y)$ is strongly convex. Therefore, the subproblem 15 has a unique optimal solution $p_{\ell}^{\text {acc }}(x, y)$ and takes the optimal function value $\theta_{\ell}^{\text {acc }}(x, y)$, i.e.,

$$
\begin{equation*}
p_{\ell}^{\operatorname{acc}}(x, y):=\underset{z \in \mathbf{R}^{n}}{\operatorname{argmin}} \varphi_{\ell}^{\operatorname{acc}}(z ; x, y) \quad \text { and } \quad \theta_{\ell}^{\operatorname{acc}}(x, y):=\min _{z \in \mathbf{R}^{n}} \varphi_{\ell}^{\operatorname{acc}}(z ; x, y) \tag{17}
\end{equation*}
$$

Moreover, the optimality condition of (15) implies that for all $x \in \operatorname{dom} F$ and $y \in$ $\mathbf{R}^{n}$ there exists $\eta(x, y) \in \partial g\left(p_{\ell}^{\text {acc }}(x, y)\right)$ and a Lagrange multiplier $\lambda(x, y) \in \mathbf{R}^{m}$ such that

$$
\begin{gather*}
\sum_{i=1}^{m} \lambda_{i}(x, y)\left\{\nabla f_{i}(y)+\eta_{i}(x, y)\right\}=-\ell\left(p_{\ell}^{\mathrm{acc}}(x, y)-y\right)  \tag{18a}\\
\lambda(x, y) \in \Delta^{m}, \quad \lambda_{j}(x, y)=0 \quad \text { for all } j \notin \mathcal{I}(x, y) \tag{18b}
\end{gather*}
$$

where $\Delta^{m}$ denotes the standard simplex (1) and

$$
\mathcal{I}(x, y):=\underset{i=1, \ldots, m}{\operatorname{argmax}}\left\{\left\langle\nabla f_{i}(y), p_{\ell}^{\operatorname{acc}}(x, y)-y\right\rangle+g_{i}\left(p_{\ell}^{\operatorname{acc}}(x, y)\right)+f_{i}(y)-F_{i}(x)\right\}
$$

We also note that by taking $z=y$ in the objective function of 15 , we have

$$
\begin{equation*}
\theta_{\ell}^{\mathrm{acc}}(x, y) \leq \varphi_{\ell}^{\mathrm{acc}}(y ; x, y)=\max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\} \tag{19}
\end{equation*}
$$

for all $x \in \operatorname{dom} F$ and $y \in \mathbf{R}^{n}$. Moreover, it follows from (7) that

$$
\begin{equation*}
\theta_{\ell}^{\operatorname{acc}}(x, y) \geq \max _{i=1, \ldots, m}\left\{F_{i}\left(p_{\ell}^{\operatorname{acc}}(x, y)\right)-F_{i}(x)\right\} \tag{20}
\end{equation*}
$$

for all $x \in \operatorname{dom} F$ and $y \in \mathbf{R}^{n}$. We now characterize weak Pareto optimality in terms of the mappings $p_{\ell}^{\text {acc }}$ and $\theta_{\ell}^{\text {acc }}$, corresponding to Proposition 3.1 for the proximal gradient method.

Proposition 4.1. Let $p_{\ell}^{\text {acc }}(x, y)$ and $\theta_{\ell}^{\text {acc }}(x, y)$ be defined by 17). Then, the statements below hold.
(i) The following three conditions are equivalent: (a) $y \in \mathbf{R}^{n}$ is weakly Pareto optimal for (5), (b) $p_{\ell}^{\text {acc }}(x, y)=y$ for some $x \in \mathbf{R}^{n}$, and (c) $\theta_{\ell}^{\text {acc }}(x, y)=$ $\max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\}$ for some $x \in \mathbf{R}^{n}$.
(ii) The mappings $p_{\ell}^{\text {acc }}$ and $\theta_{\ell}^{\text {acc }}$ are both continuous.

Proof. (i) From (19) and the uniqueness of the optimal solution for (15), the equivalence between (b) and (c) is apparent. Now, let us show that (a) and (b) are equivalent. When $y$ is weakly Pareto optimal, we can immediately see from Proposition 3.1 that $p_{\ell}^{\text {acc }}(x, y)=p_{\ell}(y)=y$ by letting $x=y$. Conversely, suppose that $p_{\ell}^{\text {acc }}(x, y)=y$ for some $x \in \mathbf{R}^{n}$. Let $z \in \mathbf{R}^{n}$ and $\alpha \in(0,1)$. The optimality of $p_{\ell}^{\text {acc }}(x, y)=y$ for 15 gives

$$
\begin{aligned}
& \max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\} \leq \varphi_{\ell}^{\operatorname{acc}}(y+\alpha(z-y) ; x, y) \\
& \begin{aligned}
&=\max _{i=1, \ldots, m}\left\{\left\langle\nabla f_{i}(y), \alpha(z-y)\right\rangle+g_{i}(y+\alpha(z-y))+f_{i}(y)-F_{i}(x)\right\} \\
&+\frac{\ell}{2}\|\alpha(z-y)\|^{2}
\end{aligned}
\end{aligned}
$$

Thus, from the convexity of $f_{i}$, we get

$$
\begin{aligned}
\max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\} & \leq \varphi_{\ell}^{\operatorname{acc}}(y+\alpha(z-y) ; x, y) \\
& \leq \max _{i=1, \ldots, m}\left\{F_{i}(y+\alpha(z-y))-F_{i}(x)\right\}+\frac{\ell}{2}\|\alpha(z-y)\|^{2}
\end{aligned}
$$

Moreover, the convexity of $F_{i}$ yields

$$
\begin{aligned}
& \max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\} \leq \varphi_{\ell}^{\operatorname{acc}}(y+\alpha(z-y) ; x, y) \\
& \quad \leq \max _{i=1, \ldots, m}\left\{\alpha F_{i}(z)+(1-\alpha) F_{i}(y)-F_{i}(x)\right\}+\frac{\ell}{2}\|\alpha(z-y)\|^{2} \\
& \quad \leq \alpha \max _{i=1, \ldots, m}\left\{F_{i}(z)-F_{i}(y)\right\}+\max _{i=1, \ldots, m}\left\{F_{i}(y)-F_{i}(x)\right\}+\frac{\ell}{2}\|\alpha(z-y)\|^{2}
\end{aligned}
$$

Therefore, we get

$$
\max _{i=1, \ldots, m}\left\{F_{i}(z)-F_{i}(y)\right\} \geq-\frac{\ell \alpha}{2}\|z-y\|^{2}
$$

Taking $\alpha \searrow 0$, we obtain

$$
\max _{i=1, \ldots, m}\left\{F_{i}(z)-F_{i}(y)\right\} \geq 0
$$

which implies the weak Pareto optimality of $y$.
(ii) The objective function of 15 is continuous for $x, y$, and $z$. Thus, the optimal value function $\theta_{\ell}^{\text {acc }}$ is also continuous from [3, Maximum Theorem]. Furthermore, since the optimal set mapping $p_{\ell}^{\text {acc }}$ is unique, $p_{\ell}^{\text {acc }}$ is continuous from [16, Corollary 8.1].

Proposition 4.1 implies that we can use $\left\|p_{\ell}^{\text {acc }}(x, y)-y\right\|_{\infty}<\varepsilon$ for some $\varepsilon>0$ as the stopping criteria. Now, we state below the proposed algorithm.

```
Algorithm 2 Accelerated proximal gradient method for multiobjective opti-
mization
Input: Set \(x^{0}=y^{1} \in \operatorname{dom} F, \ell \geq L, \varepsilon>0\).
Output: \(x^{*}\) : A weakly Pareto optimal point
    \(k \leftarrow 1\)
    \(t_{1} \leftarrow 1\)
    while \(\left\|p_{\ell}^{\text {acc }}\left(x^{k-1}, y^{k}\right)-y^{k}\right\|_{\infty} \geq \varepsilon\) do
        \(x^{k} \leftarrow p_{\ell}^{\text {acc }}\left(x^{k-1}, y^{k}\right)\)
        \(t_{k+1} \leftarrow \sqrt{t_{k}^{2}+1 / 4}+1 / 2\)
        \(\gamma_{k} \leftarrow\left(t_{k}-1\right) / t_{k+1}\)
        \(y^{k+1} \leftarrow x^{k}+\gamma_{k}\left(x^{k}-x^{k-1}\right)\)
        \(k \leftarrow k+1\)
    end while
```

We show below the properties that $\left\{t_{k}\right\}$ and $\left\{\gamma_{k}\right\}$ satisfies.
Lemma 4.1. Let $\left\{t_{k}\right\}$ and $\left\{\gamma_{k}\right\}$ be defined by Lines 2, 5 and 6 in Algorithm 2. Then, the following inequalities hold for all $k \geq 1$.
(i) $t_{k+1} \geq t_{k}+1 / 2$ and $t_{k} \geq(k+1) / 2$.
(ii) $t_{k}^{2}-t_{k+1}^{2}+t_{k+1}=0$.
(iii) $1-\gamma_{k}^{2} \geq \frac{1}{t_{k}}$.

Proof. (i) From the definition of $\left\{t_{k}\right\}$, we have

$$
\begin{equation*}
t_{k+1}=\sqrt{t_{k}^{2}+\frac{1}{4}}+\frac{1}{2} \geq t_{k}+\frac{1}{2} \tag{21}
\end{equation*}
$$

Applying the above inequality recursively, we obtain

$$
t_{k} \geq t_{1}+\frac{k-1}{2}=\frac{k+1}{2}
$$

(ii) An easy computation shows that

$$
t_{k}^{2}-t_{k+1}^{2}+t_{k+1}=t_{k}^{2}-\left[\sqrt{t_{k}^{2}+\frac{1}{4}}+\frac{1}{2}\right]^{2}+\sqrt{t_{k}^{2}+\frac{1}{4}}+\frac{1}{2}=0
$$

(iii). The statement (i) of this lemma implies that $t_{k+1}>t_{k} \geq 1$. Thus, the definition of $\gamma_{k}$ leads to

$$
1-\gamma_{k}^{2}=1-\left(\frac{t_{k}-1}{t_{k+1}}\right)^{2} \geq 1-\left(\frac{t_{k}-1}{t_{k}}\right)^{2}=\frac{2 t_{k}-1}{t_{k}^{2}} \geq \frac{2 t_{k}-t_{k}}{t_{k}^{2}}=\frac{1}{t_{k}}
$$

We end this section by noting some remarks about the proposed algorithm.
Remark 4.1. (i) Since $x \in \operatorname{dom} F$ implies $p_{\ell}^{\text {acc }}(x, y) \in \operatorname{dom} F$, every $x^{k}$ computed by the above algorithm is in $\operatorname{dom} F$. However, $y^{k}$ is not necessarily in $\operatorname{dom} F$.
(ii) Since $y^{1}=x^{0}$, it follows from (19) that

$$
\begin{equation*}
\theta_{\ell}^{\mathrm{acc}}\left(x^{0}, y^{1}\right) \leq 0 \tag{22}
\end{equation*}
$$

but the inequality $\theta_{\ell}^{\text {acc }}\left(x^{k-1}, y^{k}\right) \leq 0$ does not necessarily hold for $k \geq 2$.
(iii) When $m=1$, we can remove the term $f_{i}(y)-F_{i}(x)$ from the subproblem (15), so Algorithm 2 corresponds to the Fast Iterative ShrinkageThresholding Algorithm (FISTA) [2] for single-objective optimization.
(iv) Like Remark 3.1(ii), Algorithm 2 induces the accelerated versions of firstorder algorithms such as the steepest descent [11], proximal point [6], and projected gradient methods [15].
(v) Like Remark 3.1 (iii), even if it is difficult to estimate L, we can update the constant $\ell$ to satisfy $F_{i}\left(p_{\ell}^{\text {acc }}\left(x^{k-1}, y^{k}\right)\right)-F_{i}\left(x^{k-1}\right) \leq \theta_{\ell}^{\text {acc }}\left(x^{k-1}, y^{k}\right)$ for all $i=1, \ldots, m$ in each iteration by a finite number of backtracking steps.

## 5 Convergence rate

This section shows that Algorithm 2 has a convergence rate of $O\left(1 / k^{2}\right)$, which is better than Algorithm 1 .

For $k \geq 0$, let $\sigma_{k}: \mathbf{R}^{n} \rightarrow \mathbf{R} \cup\{-\infty\}$ and $\rho_{k}: \mathbf{R}^{n} \rightarrow \mathbf{R}$ be defined by

$$
\begin{gather*}
\sigma_{k}(z):=\min _{i=1, \ldots, m}\left\{F_{i}\left(x^{k}\right)-F_{i}(z)\right\},  \tag{23a}\\
\rho_{k}(z):=\left\|t_{k+1} x^{k+1}-\left(t_{k+1}-1\right) x^{k}-z\right\|^{2} \tag{23b}
\end{gather*}
$$

respectively. We present a helpful lemma on $\sigma_{k}$ for the subsequent discussion.
Lemma 5.1. The following inequalities hold for all $z \in \mathbf{R}^{n}$ and $k \geq 0$ :

$$
\begin{array}{r}
\sigma_{k+1}(z) \leq-\frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, y^{k+1}-z\right\rangle+\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\} \\
-\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
\sigma_{k}(z)-\sigma_{k+1}(z) \geq \frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, y^{k+1}-x^{k}\right\rangle+\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\}  \tag{25}\\
+\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
\end{array}
$$

Proof. Suppose that $z \in \mathbf{R}^{n}$ and $k \geq 0$. Recall that there exist $\eta\left(x^{k}, y^{k+1}\right) \in$ $\partial g\left(x^{k+1}\right)$ and a Lagrange multiplier $\lambda\left(x^{k}, y^{k+1}\right) \in \mathbf{R}^{m}$ that satisfy the KKT condition 18 for the subproblem 15 . From the definition 23a of $\sigma_{k+1}$, we get

$$
\sigma_{k+1}(z)=\min _{i=1, \ldots, m}\left\{F_{i}\left(x^{k+1}\right)-F_{i}(z)\right\} \leq \sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\{F_{i}\left(x^{k+1}\right)-F_{i}(z)\right\}
$$

where the equality follows from 18 b . Taking $p=x^{k+1}, q=y^{k+1}$, and $r=z$ in (7), we have

$$
\left.\begin{array}{rl}
\sigma_{k+1}(z) \leq \sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\{\left\langle\nabla f_{i}( \right.\right. & \left.\left(y^{k+1}\right), x^{k+1}-y^{k+1}\right\rangle
\end{array}\right)+g_{i}\left(x^{k+1}\right) ~ 子 \begin{aligned}
& L \\
& \\
& \left.\quad+f_{i}\left(y^{k+1}\right)-F_{i}(z)\right\}+\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
\end{aligned}
$$

Hence, the convexity of $f_{i}$ and $g_{i}$ yields

$$
\begin{aligned}
& \sigma_{k+1}(z) \\
& \begin{aligned}
& \leq \sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\{\left\langle\nabla f_{i}\left(y^{k+1}\right), x^{k+1}-y^{k+1}\right\rangle+\left\langle\nabla f_{i}\left(y^{k+1}\right), y^{k+1}-z\right\rangle\right. \\
&\left.+\left\langle\eta_{i}\left(x^{k}, y^{k+1}\right), x^{k+1}-z\right\rangle\right\}+\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
&= \sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\langle\nabla f_{i}\left(y^{k+1}\right)+\eta_{i}\left(x^{k}, y^{k+1}\right), x^{k+1}-z\right\rangle+\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
\end{aligned}
\end{aligned}
$$

Using (18a) with $x=x^{k}$ and $y=y^{k+1}$, we obtain

$$
\sigma_{k+1}(z) \leq-\ell\left\langle x^{k+1}-y^{k+1}, x^{k+1}-z\right\rangle+\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
$$

Moreover, simple calculations show that

$$
\begin{aligned}
& \sigma_{k+1}(z) \\
& \leq-\frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, x^{k+1}-z\right\rangle-\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\}-\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} . \\
& =-\frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, y^{k+1}-z\right\rangle+\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\}-\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
\end{aligned}
$$

which completes the proof of $(24)$.
Now, let us show inequality (25). Again from the definition 23a) of $\sigma_{k}$, we obtain

$$
\begin{aligned}
\sigma_{k}(z)-\sigma_{k+1}(z) & =\min _{i=1, \ldots, m}\left\{F_{i}\left(x^{k}\right)-F_{i}(z)\right\}-\min _{i=1, \ldots, m}\left\{F_{i}\left(x^{k+1}\right)-F_{i}(z)\right\} \\
& \geq-\max _{i=1, \ldots, m}\left\{F_{i}\left(x^{k+1}\right)-F_{i}\left(x^{k}\right)\right\}
\end{aligned} .
$$

Letting $p=x^{k+1}, q=x^{k}$, and $r=y^{k+1}$ in (7), we have

$$
\begin{aligned}
& \sigma_{k}(z)-\sigma_{k+1}(z) \\
& \begin{array}{r}
\geq-\max _{i=1, \ldots, m}\left\{\left\langle\nabla f_{i}\left(y^{k+1}\right), x^{k+1}-y^{k+1}\right\rangle+g_{i}\left(x^{k+1}\right)+f_{i}\left(y^{k+1}\right)\right. \\
\\
\left.\quad-F_{i}\left(x^{k}\right)\right\}-\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
=- \\
+\sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\{\left\langle\nabla f_{i}\left(y^{k+1}\right), x^{k+1}-y^{k+1}\right\rangle+g_{i}\left(x^{k+1}\right)\right. \\
\left.+f_{i}\left(y^{k+1}\right)-F_{i}\left(x^{k}\right)\right\}-\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
=- \\
\quad-\sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\{\left\langle\nabla f_{i}\left(y^{k+1}\right), x^{k}-y^{k+1}\right\rangle+f_{i}\left(y^{k+1}\right)-f_{i}\left(x^{k}\right)\right\} \\
\quad \lambda_{i=1}^{m}\left(x^{k}, y^{k+1}\right)\left\{\left\langle\nabla f_{i}\left(y^{k+1}\right), x^{k+1}-x^{k}\right\rangle+g_{i}\left(x^{k+1}\right)-g_{i}\left(x^{k}\right)\right\} \\
\\
\quad-\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2},
\end{array}
\end{aligned}
$$

where the first equality comes from (18b), and the second one follows by taking $x^{k+1}-y^{k+1}=\left(x^{k}-y^{k+1}\right)+\left(x^{k+1}-x^{k}\right)$. From the convexity of $f_{i}$, the first term of the above expression is nonnegative. Moreover, the convexity of $g_{i}$ shows that

$$
\begin{aligned}
& \sigma_{k}(z)-\sigma_{k+1}(z) \\
\geq & -\sum_{i=1}^{m} \lambda_{i}\left(x^{k}, y^{k+1}\right)\left\langle\nabla f_{i}\left(y^{k+1}\right)+\eta_{i}\left(x^{k}, y^{k+1}\right), x^{k+1}-x^{k}\right\rangle-\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} .
\end{aligned}
$$

Thus, 18a with $(x, y)=\left(x^{k}, y^{k+1}\right)$ and direct calculations prove that

$$
\begin{aligned}
& \sigma_{k}(z)-\sigma_{k+1}(z) \\
& \geq \ell\left\langle x^{k+1}-y^{k+1}, x^{k+1}-x^{k}\right\rangle-\frac{L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
& =\frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, x^{k+1}-x^{k}\right\rangle-\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\}+\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \\
& =\frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, y^{k+1}-x^{k}\right\rangle+\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\}+\frac{\ell-L}{2}\left\|x^{k+1}-y^{k+1}\right\|^{2}
\end{aligned}
$$

The following corollary of Lemma 5.125 is also worth mentioning.
Corollary 5.1. Let $k_{2} \geq k_{1} \geq 1$. Then, we have

$$
\begin{aligned}
\sigma_{k_{1}}(z)- & \sigma_{k_{2}}(z) \\
& \geq \frac{\ell}{2}\left\{\left\|x^{k_{2}}-x^{k_{2}-1}\right\|^{2}-\left\|x^{k_{1}}-x^{k_{1}-1}\right\|^{2}+\sum_{k=k_{1}}^{k_{2}-1} \frac{1}{t_{k}}\left\|x^{k}-x^{k-1}\right\|^{2}\right\} .
\end{aligned}
$$

Proof. Let $k \geq 1$. Since $\ell \geq L$, Lemma 5.1 25) implies

$$
\begin{aligned}
\sigma_{k}(z)-\sigma_{k+1}(z) & \geq \frac{\ell}{2}\left\{2\left\langle x^{k+1}-y^{k+1}, y^{k+1}-x^{k}\right\rangle+\left\|x^{k+1}-y^{k+1}\right\|^{2}\right\} \\
& =\frac{\ell}{2}\left\{\left\|x^{k+1}-x^{k}\right\|^{2}-\left\|y^{k+1}-x^{k}\right\|^{2}\right\}
\end{aligned}
$$

Hence, the definition of $y^{k+1}$ given in Line 7 of Algorithm 2 yields

$$
\sigma_{k}(z)-\sigma_{k+1}(z) \geq \frac{\ell}{2}\left\{\left\|x^{k+1}-x^{k}\right\|^{2}-\gamma_{k}^{2}\left\|x^{k}-x^{k-1}\right\|^{2}\right\}
$$

Applying this inequality repeatedly, we have

$$
\begin{aligned}
& \sigma_{k_{1}}(z)-\sigma_{k_{2}}(z) \\
& \quad \geq \frac{\ell}{2}\left\{\left\|x^{k_{2}}-x^{k_{2}-1}\right\|^{2}-\left\|x^{k_{1}}-x^{k_{1}-1}\right\|^{2}+\sum_{k=k_{1}}^{k_{2}-1}\left(1-\gamma_{k}^{2}\right)\left\|x^{k}-x^{k-1}\right\|^{2}\right\} .
\end{aligned}
$$

Using Lemma 4.1 (iii) we get the desired inequality.
Before analyzing the convergence rate of Algorithm 2, we show that the objective function values at $x^{k}$ for any $k \geq 0$ never exceed the ones at the initial point, that is, $\left\{x^{k}\right\}$ belongs to the level set $\mathcal{L}_{F}\left(F\left(x^{0}\right)\right.$ ) (see $\sqrt{9 \gamma}$ for the definition of $\mathcal{L}$ ). Note that Algorithm 2 does not guarantee the monotonically decreasing property $F\left(x^{k+1}\right) \leq F\left(x^{k}\right)$.

Theorem 5.1. Algorithm 2 generates a sequence $\left\{x^{k}\right\}$ such that

$$
F_{i}\left(x^{k}\right) \leq F_{i}\left(x^{0}\right) \quad \text { for all } i=1, \ldots, m, k \geq 0
$$

Proof. Let $i=1, \ldots, m$ and $p \geq 1$. Then, we have

$$
F_{i}\left(x^{p}\right)-F_{i}\left(x^{p+1}\right) \geq-\max _{i=1, \ldots, m}\left\{F_{i}\left(x^{p+1}\right)-F_{i}\left(x^{p}\right)\right\}
$$

With similar arguments used in the proof of 25 in Lemma 5.1 we obtain

$$
\begin{array}{r}
F_{i}\left(x^{p}\right)-F_{i}\left(x^{p+1}\right) \geq \frac{\ell}{2}\left\{2\left\langle x^{p+1}-y^{p+1}, y^{p+1}-x^{p}\right\rangle+\left\|x^{p+1}-y^{p+1}\right\|^{2}\right\} \\
+\frac{\ell-L}{2}\left\|x^{p+1}-y^{p+1}\right\|^{2} \tag{26}
\end{array}
$$

Note that this inequality also holds for $p=0$. Again, in the same way as in the proof of Corollary 5.1. we get

$$
F_{i}\left(x^{k}\right)-F_{i}\left(x^{1}\right) \geq \frac{\ell}{2}\left\{\left\|x^{k}-x^{k-1}\right\|^{2}-\left\|x^{1}-x^{0}\right\|^{2}+\sum_{p=1}^{k-1} \frac{1}{t_{p}}\left\|x^{p}-x^{p-1}\right\|^{2}\right\}
$$

Since $t_{1}=1$, the above inequality reduces to

$$
F_{i}\left(x^{k}\right)-F_{i}\left(x^{1}\right) \geq \frac{\ell}{2}\left\{\left\|x^{k}-x^{k-1}\right\|^{2}+\sum_{p=2}^{k-1} \frac{1}{t_{p}}\left\|x^{p}-x^{p-1}\right\|^{2}\right\}
$$

Moreover, 26 with $p=0$ and the fact that $y^{1}=x^{0} \operatorname{imply} F_{i}\left(x^{1}\right) \leq F_{i}\left(x^{0}\right)$, so we can show that $F_{i}\left(x^{k}\right) \leq F_{i}\left(x^{0}\right)$.

The following result provides the fundamental relation for our convergence rate analysis.

Lemma 5.2. Let $\sigma_{k}$ and $\rho_{k}$ be defined by (23). Then, we have

$$
t_{k+1}^{2} \sigma_{k+1}(z)+\frac{\ell}{2} \rho_{k}(z)+\frac{\ell-L}{2} \sum_{p=1}^{k} t_{p+1}^{2}\left\|x^{p+1}-y^{p+1}\right\|^{2} \leq \frac{\ell}{2}\left\|x^{0}-z\right\|^{2}
$$

for all $k \geq 0$ and $z \in \mathbf{R}^{n}$.
Proof. Let $p \geq 1$ and $z \in \mathbf{R}^{n}$. Recall from Lemma 5.1 that

$$
\begin{array}{r}
-\sigma_{p+1}(z) \geq \frac{\ell}{2}\left\{2\left\langle x^{p+1}-y^{p+1}, y^{p+1}-z\right\rangle+\left\|x^{p+1}-y^{p+1}\right\|^{2}\right\} \\
+\frac{\ell-L}{2}\left\|x^{p+1}-y^{p+1}\right\|^{2} \\
\sigma_{p}(z)-\sigma_{p+1}(z) \geq \frac{\ell}{2}\left\{2\left\langle x^{p+1}-y^{p+1}, y^{p+1}-x^{p}\right\rangle+\left\|x^{p+1}-y^{p+1}\right\|^{2}\right\} \\
\\
+\frac{\ell-L}{2}\left\|x^{p+1}-y^{p+1}\right\|^{2}
\end{array}
$$

To get a relation between $\sigma_{p}(z)$ and $\sigma_{p+1}(z)$, we multiply the first inequality above by $\left(t_{p+1}-1\right)$ and add it to the second one:

$$
\begin{aligned}
& \left(t_{p+1}-1\right) \sigma_{p}(z)-t_{p+1} \sigma_{p+1}(z) \\
& \geq \frac{\ell}{2}\left\{t_{p+1}\left\|x^{p+1}-y^{p+1}\right\|^{2}+2\left\langle x^{p+1}-y^{p+1},\right.\right. \\
& \left.\left.t_{p+1} y^{p+1}-\left(t_{p+1}-1\right) x^{p}-z\right\rangle\right\} \\
& \quad+\frac{\ell-L}{2} t_{p+1}\left\|x^{p+1}-y^{p+1}\right\|^{2} .
\end{aligned}
$$

Multiplying this inequality by $t_{p+1}$ and using the relation $t_{p}^{2}=t_{p+1}^{2}-t_{p+1}$ (cf. Lemma 4.1(ii) , we get

$$
\begin{aligned}
& t_{p}^{2} \sigma_{p}(z)-t_{p+1}^{2} \sigma_{p+1}(z) \\
& \geq \frac{\ell}{2}\left\{\left\|t_{p+1}\left(x^{p+1}-y^{p+1}\right)\right\|^{2}+2 t_{p+1}\left\langle x^{p+1}-y^{p+1}, t_{p+1} y^{p+1}-\left(t_{p+1}-1\right) x^{p}-z\right\rangle\right\} \\
& +\frac{\ell-L}{2} t_{p+1}^{2}\left\|x^{p+1}-y^{p+1}\right\|^{2}
\end{aligned}
$$

Applying the usual Pythagoras relation

$$
\|b-a\|^{2}+2\langle b-a, a-c\rangle=\|b-c\|^{2}-\|a-c\|^{2}
$$

to the right-hand side of the last inequality with

$$
a:=t_{p+1} y^{p+1}, \quad b:=t_{p+1} x^{p+1}, \quad c:=\left(t_{p+1}-1\right) x^{p}+z
$$

we get

$$
\begin{aligned}
& t_{p}^{2} \sigma_{p+1}(z)-t_{p+1}^{2} \sigma_{p}(z) \\
& \geq \frac{\ell}{2}\left\{\left\|t_{p+1} x^{p+1}-\left(t_{p+1}-1\right) x^{p}-z\right\|^{2}-\left\|t_{p+1} y^{p+1}-\left(t_{p+1}-1\right) x^{p}-z\right\|^{2}\right\} \\
& +\frac{\ell-L}{2} t_{p+1}^{2}\left\|x^{p+1}-y^{p+1}\right\|^{2}
\end{aligned}
$$

Recall that $\rho_{p}(z):=\left\|t_{p+1} x^{p+1}-\left(t_{p+1}-1\right) x^{p}-z\right\|^{2}$. Then, from the definition of $y^{p}$ defined in Line 7 of Algorithm 2 we get

$$
t_{p}^{2} \sigma_{p}(z)-t_{p+1}^{2} \sigma_{p+1}(z) \geq \frac{\ell}{2}\left\{\rho_{p}(z)-\rho_{p-1}(z)\right\}+\frac{\ell-L}{2} t_{p+1}^{2}\left\|x^{p+1}-y^{p+1}\right\|^{2}
$$

Now, let $k \geq 0$. Adding the above inequality from $p=0$ to $p=k$ and using $t_{1}=$ 1 and $\rho_{0}(z)=\left\|x^{1}-z\right\|^{2}$, we have

$$
\begin{equation*}
\sigma_{1}(z)-t_{k+1}^{2} \sigma_{k+1}(z) \geq \frac{\ell}{2}\left\{\rho_{k}(z)-\left\|x^{1}-z\right\|^{2}\right\}+\frac{\ell-L}{2} \sum_{p=1}^{k} t_{k+1}^{2}\left\|x^{k+1}-y^{k+1}\right\|^{2} \tag{27}
\end{equation*}
$$

Since Lemma 4.1 with $k=0$ and $y^{1}=x^{0}$ lead to

$$
\begin{aligned}
\sigma_{1}(z) & \leq-\frac{\ell}{2}\left\{\left\|x^{1}-z\right\|^{2}-\left\|x^{0}-z\right\|^{2}\right\}-\frac{\ell-L}{2}\left\|x^{1}-y^{1}\right\|^{2} \\
& \leq-\frac{\ell}{2}\left\{\left\|x^{1}-z\right\|^{2}-\left\|x^{0}-z\right\|^{2}\right\}
\end{aligned}
$$

where the second inequality follows since $L \geq \ell$. From the above two inequalities, we can derive the desired inequality.

Using Lemma5.2, we can evaluate the convergence rate of Algorithm 2 with the following theorem:

Theorem 5.2. Under Assumption 3.1, Algorithm 2 generates a sequence $\left\{x^{k}\right\}$ such that

$$
u_{0}\left(x^{k}\right) \leq \frac{2 \ell R}{(k+1)^{2}}
$$

where $R \geq 0$ is given in 14 , and $u_{0}$ is a merit function defined by 10 .

Proof. Let $k \geq 0$. Since $\rho_{k}(z) \geq 0$, Lemma 5.2 gives

$$
t_{k+1}^{2} \sigma_{k+1}(z) \leq \frac{\ell}{2}\left\|x^{0}-z\right\|^{2}
$$

It follows from Lemma 4.1 (i), we have

$$
\sigma_{k+1}(z) \leq \frac{2 \ell}{(k+2)^{2}}\left\|x^{0}-z\right\|^{2}
$$

With similar arguments used in the proof of Theorem 3.1 (see [23, Theorem 5.2]), we get the desired inequality

## 6 Efficient computation of the subproblem via its dual

This section discusses the way of computing the subproblem 15. Define

$$
\begin{equation*}
\psi_{i}(z ; x, y):=\left\langle\nabla f_{i}(y), z-y\right\rangle+g_{i}(z)+f_{i}(y)-F_{i}(x)+\frac{\ell}{2}\|z-y\|^{2} \tag{28}
\end{equation*}
$$

for all $i=1, \ldots, m$. Then, we can rewrite the objective function $\varphi_{\ell}^{\text {acc }}(z ; x, y)$ of (15) as

$$
\varphi_{\ell}^{\mathrm{acc}}(z ; x, y)=\max _{i=1, \ldots, m} \psi_{i}(z ; x, y)
$$

Recall that $\Delta^{m} \subseteq \mathbf{R}^{m}$ represents the standard simplex (1). Since $\max _{i=1, \ldots, m} q_{i}=$ $\max _{\lambda \in \Delta^{m}} \sum_{i=1}^{m} \lambda_{i} q_{i}$ for any $q \in \mathbf{R}^{m}$, we get

$$
\varphi_{\ell}^{\mathrm{acc}}(z ; x, y)=\max _{\lambda \in \Delta^{m}} \sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)
$$

Then, the subproblem reduces to the following minimax problem:

$$
\min _{z \in \mathbf{R}^{n}} \max _{\lambda \in \Delta^{m}} \sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)
$$

We can see that $\mathbf{R}^{n}$ is convex, $\Delta^{m}$ is compact and convex, and $\sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)$ is convex for $z$ and concave for $\lambda$. Therefore, Sion's minimax theorem [20] shows that the above problem is equivalent to

$$
\max _{\lambda \in \Delta^{m}} \min _{z \in \mathbf{R}^{n}} \sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)
$$

The definition 28 of $\psi_{i}$ yields

$$
\begin{aligned}
\min _{z \in \mathbf{R}^{n}} \sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)= & \min _{z \in \mathbf{R}^{n}}\left\{\sum_{i=1}^{m} \lambda_{i} g_{i}(z)+\frac{\ell}{2}\left\|z-y+\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}\right\} \\
& -\frac{1}{2 \ell}\left\|\sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}+\sum_{i=1}^{m} \lambda_{i}\left\{f_{i}(y)-F_{i}(x)\right\} \\
= & \ell \mathcal{M}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right) \\
& -\frac{1}{2 \ell}\left\|\sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}+\sum_{i=1}^{m} \lambda_{i}\left\{f_{i}(y)-F_{i}(x)\right\},
\end{aligned}
$$

where $\mathcal{M}$ is the Moreau envelope (22). Based on the discussion above, we obtain the dual problem of 15 as follows:

$$
\begin{align*}
\max _{\lambda \in \mathbf{R}^{m}} & \omega(\lambda) \\
\text { s.t. } & \lambda \geq 0 \quad \text { and } \quad \sum_{i=1}^{m} \lambda_{i}=1 \tag{29}
\end{align*}
$$

where

$$
\begin{align*}
\omega(\lambda):= & \ell \mathcal{M}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right) \\
& -\frac{1}{2 \ell}\left\|\sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}+\sum_{i=1}^{m} \lambda_{i}\left\{f_{i}(y)-F_{i}(x)\right\} . \tag{30}
\end{align*}
$$

If we can find the global optimal solution $\lambda^{*}$ of this dual problem 29), we ca $n$ construct the optimal solution $z^{*}$ of the original subproblem 15

$$
z^{*}=\operatorname{prox}_{\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i}^{*} g_{i}}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i}^{*} \nabla f_{i}(y)\right)
$$

where prox denotes the proximal operator (3). Since $\sum_{i=1}^{m} \lambda_{i} \psi_{i}(z ; x, y)$ is concave for $\lambda$, it is clear that $\omega(\lambda)=\min _{z \in \mathbf{R}^{n}} \lambda_{i} \psi_{i}(z ; x, y)$ is concave. Furthermore, $\omega$ is differentiable, as the following theorem shows.
Theorem 6.1. The function $\omega: \mathbf{R}^{m} \rightarrow \mathbf{R}$ defined by (30) is continuously differentiable at every $\lambda \in \mathbf{R}^{m}$ and

$$
\begin{aligned}
\nabla \omega(\lambda) & =g\left(\operatorname{prox}_{\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} g_{i}}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)\right) \\
& +J_{f}(y)\left(\operatorname{prox}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)-y\right)+f(y)-F(x)
\end{aligned}
$$

where prox is the proximal operator (3), and $J_{f}(y)$ is the Jacobian matrix given by

$$
J_{f}(y):=\left(\nabla f_{1}(y), \ldots, \nabla f_{m}(y)\right)^{\top}
$$

Proof. Define

$$
h(z, \lambda):=\sum_{i=1}^{m} \lambda_{i} g_{i}(z)+\frac{\ell}{2}\left\|z-y+\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}
$$

Clearly, $h$ is continuous on $\mathbf{R}^{n} \times \mathbf{R}^{m}$. Moreover, $h_{x}(\cdot):=h(z, \lambda)$ is continuously differentiable and

$$
\nabla_{\lambda} h_{x}(\lambda)=g(z)+J_{f}(y)\left(z-y+\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)
$$

Furthermore,

$$
\operatorname{prox}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)=\underset{z \in \mathbf{R}^{n}}{\operatorname{argmin}} h(z, \lambda)
$$

is also continuous at every $\lambda \in \mathbf{R}^{m}$ (cf. [19, Theorem 2.26 and Exercise 7.38]). Therefore, the well-known result in first order differentiability analysis of the optimal value function [5, Theorem 4.13] gives

$$
\begin{aligned}
\nabla_{\lambda} & {\left[\ell \mathcal{M}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\right.} \\
= & \left.g\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)\right] \\
& \left.\quad \operatorname{prox}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)\right) \\
& J_{f}(y)\left(\operatorname{prox}_{\frac{1}{\ell}} \sum_{i=1}^{m} \lambda_{i} g_{i}\left(y-\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)-y+\frac{1}{\ell} \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right)
\end{aligned}
$$

On the other hand, we have

$$
\begin{gathered}
\nabla_{\lambda}\left[-\frac{1}{2 \ell}\left\|\sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)\right\|^{2}+\sum_{i=1}^{m} \lambda_{i}\left\{f_{i}(y)-F_{i}(x)\right\}\right] \\
=-\frac{1}{\ell} J_{f}(y) \sum_{i=1}^{m} \lambda_{i} \nabla f_{i}(y)+f(y)-F(x)
\end{gathered}
$$

Adding the above two equalities, we get the desired result.
This theorem shows that the dual problem (29) is an $m$-dimensional differentiable convex optimization problem. Thus, if we can compute the proximal operator of $\sum_{i=1}^{m} \lambda_{i} g_{i}$ quickly, then we can solve 29 using convex optimization
techniques such as the interior point method [7] for cases where $n \gg m$, the computational cost is much lower than solving the subproblem (15) directly. Note, for example, that if $g_{i}(x)=g_{1}(x)$ for all $i=1, \ldots, m$, or if $g_{i}(x)=g_{i}\left(x_{I_{i}}\right)$ and the index sets $I_{i}$ do not overlap each other, then we can evaluate the proximal operator of $\sum_{i=1}^{m} \lambda_{i} g_{i}$ from the proximal operator of each $g_{i}$.

## 7 Numerical experiments

This section illustrates the proposed methods' performance compared to the proximal gradient methods without acceleration [21. The experiments are carried out on a machine with a 2.3 GHz Intel Core i7 CPU and 32 GB memory, and we implement all codes in Python 3.9.9. We solve all test problems using Algorithms 1 (Proximal Gradient Method; PGM) and 2 (Accelerated Proximal Gradient Method; Acc-PGM) with backtracking. In both algorithms, we converted the subproblem into a dual problem as discussed in Section 6 and solved it using the trust-region interior point method [8] with the scientific library SciPy. We set $\varepsilon=10^{-5}$ for the stopping criteria in each experiment. Moreover, we chose 1000 initial points, commonly for both algorithms, and randomly with a uniform distribution between $\underline{b}$ and $\bar{b}$.

## Experiment 1 (bi-objective)

In the first experiment, we solve the test problem from [17] with the following objective functions:

$$
\begin{equation*}
f_{1}(x)=\frac{1}{n}\|x\|^{2}, f_{2}(x)=\frac{1}{n}\|x-2\|^{2}, g_{1}(x)=g_{2}(x)=0 . \tag{31}
\end{equation*}
$$

We set the dimension of $x$ to be $n=50$ and the lower and upper bounds of the initial points to be $\underline{b}=(-2, \ldots,-2)^{\top}$ and $\bar{b}=(4, \ldots, 4)^{\top}$, respectively. Note that since $\operatorname{prox}_{\lambda_{1} g_{1}+\lambda_{2} g_{2}}(x)=x$ for all $x \in \mathbf{R}^{n}$ and $\left(\lambda_{1}, \lambda_{2}\right) \in \mathbf{R}^{2}$, we can solve the subproblems quickly by using Theorem 6.1

Figure 1 plots the objective function values for $k=0$ (i.e., at the initial points), $k=10$, and the terminal points of each algorithm, respectively. We can see from Figure 1 that both algorithms bring a wide range of Pareto solutions. However, the objective function values at $k=10$ are smaller when using Algorithm 2, which shows the efficiency of the proposed acceleration. Moreover, from Table 1 we see that Algorithm 2 converges faster than Algorithm 1

Table 1: Average computational costs for solving (31)

|  | PGM (Algorithm 1) | Acc-PGM (Algorithm 2) |
| :--- | :---: | :---: |
| Execution time | 10.51 s | 2.84 s |
| Iteration counts | 232.0 | 65.0 |



Figure 1: Objective function values obtained by Algorithm 1 (PGM) and 2 (Acc-PGM) for (31)

Moreover, using the same settings, we solve the following problem with additional non-differentiable terms to (31):

$$
\begin{equation*}
f_{1}(x)=\frac{1}{n}\|x\|^{2}, f_{2}(x)=\frac{1}{n}\|x-2\|^{2}, g_{1}(x)=\frac{1}{n}\|x\|_{1}, g_{2}(x)=\frac{1}{2 n}\|x-1\|_{1} \tag{32}
\end{equation*}
$$

For this problem, we can also express the proximal operator of $\lambda_{1} g_{1}+\lambda_{2} g_{2}$ for $\lambda \in R^{2}$ explicitly as

$$
\operatorname{prox}_{\lambda_{1} g_{1}+\lambda_{2} g_{2}}(x)=\mathcal{O}_{\lambda_{2} /(2 n)}\left(\mathcal{O}_{\lambda_{1} / n}\left(x+\frac{\lambda_{2}}{2 n}\right)-\frac{\lambda_{2}}{2 n}-1\right)+1
$$

where $\mathcal{O}_{\tau}$ with $\tau>0$ is the soft-thresholding operator defined by

$$
\mathcal{O}_{\tau}(x)= \begin{cases}x-\tau & x \geq \tau \\ 0 & -\tau<x<\tau \\ x+\tau & x \leq-\tau\end{cases}
$$

Like (31), we plot the objective function values for $k=0,10$ and the terminal points in Figure 2 and summarize the average computational costs in Table 2 , Then, we can still observe that Algorithm 2 achieves faster convergence to the Pareto frontier.

Table 2: Average computational costs for solving (32)

|  | PGM (Algorithm 11 | Acc-PGM (Algorithm 2 |
| :--- | :---: | :---: |
| Execution time | 9.90 s | 7.24 s |
| Iteration counts | 219.0 | 161.2 |

## Experiment 2 (tri-objective)

The second experiment deals with the tri-objective problem from [10 with the following objective functions:

$$
\begin{gather*}
f_{1}(x)=\frac{1}{n^{2}} \sum_{i=1}^{n} i\left(x_{i}-i\right)^{4}, f_{2}(x)=\exp \left(\sum_{i=1}^{n} \frac{x_{i}}{n}\right)+\|x\|^{2} \\
f_{3}(x)=\frac{1}{n(n+1)} \sum_{i=1}^{n} i(n-i+1) \exp \left(-x_{i}\right)  \tag{33}\\
g_{1}(x)=g_{2}(x)=g_{3}(x)=0
\end{gather*}
$$

We set $n=50, \underline{b}=(-2, \ldots,-2)^{\top}$ and $\bar{b}=(2, \ldots, 2)^{\top}$. Recall that since $g_{1}=$ $g_{2}=g_{3}=0$, we have $\operatorname{prox}_{\lambda_{1} g_{1}+\lambda_{2} g_{2}+\lambda_{3} g_{3}}(x)=x$. Figure 3 and Table 3 show that Algorithm 2 reaches as diverse Pareto frontier as Algorithm 1 but needs


Figure 2: Objective function values obtained by Algorithms 1 (PGM) and 2 (Acc-PGM) for (32)

Table 3: Average computational costs for solving (33)

|  | PGM (Algorithm 1 1) | Acc-PGM (Algorithm 2) |
| :--- | :---: | :---: |
| Execution time | 79.17 s | 29.27 s |
| Iteration counts | 639.9 | 247.1 |



Figure 3: Objective function values obtained by Algorithm 1 (PGM) and 2 (Acc-PGM) for 33)
less computational cost. Note that, unlike Experiment 1, we plot only the final solutions in Figure 3 to improve visibility.

To demonstrate the effectiveness for constrained problems, under the setting $n=50, \underline{b}=(0, \ldots, 0)^{\top}$, and $\bar{b}=(2, \ldots, 2)^{\top}$, we solve the following modified problem:

$$
\begin{gather*}
f_{1}(x)=\frac{1}{n^{2}} \sum_{i=1}^{n} i\left(x_{i}-i\right)^{4}, f_{2}(x)=\exp \left(\sum_{i=1}^{n} \frac{x_{i}}{n}\right)+\|x\|^{2} \\
f_{3}(x)=\frac{1}{n(n+1)} \sum_{i=1}^{n} i(n-i+1) \exp \left(-x_{i}\right)  \tag{34}\\
g_{1}(x)=g_{2}(x)=g_{3}(x)=\chi_{\mathbf{R}_{+}^{n}}(x)
\end{gather*}
$$

where $\chi_{\mathbf{R}_{+}^{n}}$ denotes the indicator function (4) of the nonnegative orthant. As we mentioned in Remark 2.1(i) the proximal operator of $\lambda_{1} g_{1}+\lambda_{2} g_{2}+\lambda_{3} g_{3}=\chi_{\mathbf{R}_{+}^{n}}$ reduces to the projection onto $\mathbf{R}_{+}^{n}$, i.e.,

$$
\operatorname{prox}_{\lambda_{1} g_{1}+\lambda_{2} g_{2}+\lambda_{3} g_{3}}(x)=\max \{x, 0\},
$$

where the max operator is taken componentwise. As we can observe from Figure 4 and Table 4, Algorithm 2 still obtains part of the Pareto frontier and is faster.

Table 4: Average computational costs for solving (34)

|  | PGM (Algorithm $\sqrt[1]{1}$ | Acc-PGM (Algorithm 2) |
| :--- | :---: | :---: |
| Execution time | 152.70 s | 36.84 s |
| Iteration counts | 1066.2 | 275.4 |

## 8 Conclusion

By putting the information of the previous points into the subproblem, we have successfully accelerated the gradient method for multiobjective optimization and proved its convergence rate under natural assumptions, which was an open problem. Moreover, we showed the efficient way of computing the subproblem via its dual. As suggested by experiments, the proposed methods are also effective from the numerical point of view.

Since many methods for single-objective optimization had been developed following the idea of Nesterov's acceleration technique, this research may also contribute to the development of various multiobjective optimization methods. Such extensions will be subjects of future works.


Figure 4: Objective function values obtained by Algorithms 1 (PGM) and 2 (Acc-PGM) for (34)
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